1.0 Introduction

1.1 Statement of the Problem

It is increasingly becoming a common practice in empirical literature of macroeconomics to use cross-country samples for econometric analyses. Part of the explanations is paucity of time series data available for adequate analysis, especially for the less developed countries. A more general explanation is the claim that cross-country data at least allow one to identify aggregate relationships or correlations in the data that appear to hold ‘on average’ over a wide sample. The weakness of this approach, however, is that what appears to hold on average is rarely an adequate explanation of what is happening in a particular country. Furthermore, the macroeconomic relationships of interest are typically dynamic in nature, so that researchers should be interested in what is happening in countries over time (see Lloyd, Morrisey and, Osei, 2001). Cross-section techniques are limited in their ability to address these concerns.

Alternatively, panel data techniques are employed to capture time series dimension and/or ‘smooth out’ year-on-year variability in the data. These data allow us to construct and test more realistic behavioural models that could not be identified using either a cross section or a single time series data set. Panel data models have become increasingly popular among applied researchers due to their heightened capacity for
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capturing the complexity of human behaviour unlike cross-sectional or time series data models (see Hsiao, 2003). Despite these, panel data are subject to their own experimental problems. Prominent among the problems constantly addressed in panel data econometrics are selectivity and heterogeneity biases. According to Hsiao (2003), ‘it is only by taking proper account of selectivity and heterogeneity biases in the panel data that one can have confidence in the results obtained.’ Often, however, researchers ignore the existence of these problems when carrying out panel data analysis. This is not unconnected with the fact that a standard panel data model assumes that regression disturbances are homoscedastic with the same variance across time and individuals (thereby ignoring the possibility of selectivity and heterogeneity biases). This assumption may be a restrictive one for panels, where the cross sectional units may be of varying sizes and as a result may exhibit different variations. Although, assuming homoscedastic disturbances when heteroscedasticity is present will still result in consistent estimates of the regression coefficients, these estimates will not be efficient (see Baltagi, 2008). Similarly, error component disturbances in the random effect model assume that the only correlation over time is due to the presence of the same individual across the panel (also ignoring the possibility of heterogeneity biases). This may also be a restrictive assumption for economic relationships like investment or consumption, where unobserved shock in this period will affect the behavioral relationship for at least the next few periods. However, this type of serial correlation is not taken into account in the error component model. Yet, ignoring serial correlation when it is present results in consistent but inefficient estimates of regression coefficients and biased standard errors (see Baltagi, 2005).

These are essentially the estimation problems that both theoretical and applied econometricians have constantly been tackling in panel econometrics. On one side are those who look at heteroscedasticity problem only while ignoring the possibility of serial correlation. On the other side are those who consider serial correlation only while
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ignoring the possibility of heteroscedasticity.\textsuperscript{5} The potential problem with theoretical derivations emerging from these studies is that although allowing for homoscedasticity only when in fact serial correlation also exists will still yield consistent estimates of regression coefficients, but these will be inefficient and of biased standard errors. Similarly, testing for serial correlation only when in fact heteroscedasticity also exists will produce the same effects. The implication of this problem is that one may be accepting what should have been rejected and in a situation where policies are based on such econometric analyses, policy/decision makers would have been misled and the public (both individual households and the investors) will feel the consequential effect.

Perhaps because of this, Baltagi, Jung and Song (2008) considered a panel data regression model with heteroscedastic as well as serially correlated disturbances, and consequently derived a joint Lagrangian Multiplier (LM) test for homoscedasticity and no first order serial correlation, a conditional LM test for homoscedasticity given serial correlation, and a conditional LM test for no serial correlation given heteroscedasticity. They extend the work of Holly and Gardiol (2000) who consider only heteroscedasticity in a one-way error component model. While the Baltagi et. al. (2008) paper seems to address the problems inherent in the previous literature; their analysis was based on the one-way error component model. However, and particularly in the microeconomic literature, there are some factors that are specific to time periods which influence significantly the behaviour of firms and individual households (time-specific effects) which the work of Baltagi et. al. (2008) did not consider. Therefore, their derivations and propositions are limited to individual specific effects. The present study intends to overcome this limitation. We intend to extend the works of Holly and Gardiol (2000) and Baltagi et al. (2008) by testing for both heteroscedasticity and serial correlation in a two-way error components model, which takes care of both individual- and time-specific effects.

1.2 Objectives of the Study

As pointed out, the main objective of this work is to extend and generalize Holly and Gardiol (2000) and Baltagi et al. (2008) works to allow for serial correlation in the time parameter as well as in the remainder disturbances in the context of the two-way error component model. Specifically, the study intends to

(i) derive a joint LM test for homoscedasticity when no first order serial correlation is present;

(ii) derive a conditional LM test for homoscedasticity when serial correlation is present;

(iii) derive a conditional LM test for no first order serial correlation given heteroscedasticity; and

(iv) examine the power and size of the above tests under various forms of heteroscedasticity and autocorrelation.

1.3 Justification for the Study

Evidently, traditional error components model has been extended to take into account serial correlation (see Lillard and Willis (1978), Baltagi and Li (1995), Galbraith and Zinde-Walsh (1995), Bera, Sosa-Escudero and Yoon (2001) and Hong and Kao (2004)). Equally, the model has been generalized to take into account heteroscedasticity (see Mazodier and Trognon (1978), Baltagi and Griffin (1988), Li and Stengos (1994), Lejeune (1996), Holly and Gardiol (2000), Roy (2002), Baltagi, Bresson and Pirotte (2006) and Kouassi and Kymn (2008)). However, one noticeable gap in the literature is that theoretical econometricians are separated in terms of their treatment of panel data error components. One side are those who believe that the prominent problem in the error components model is heteroscedasticity and as such focus on this problem. On the other, are those who conclude the prominent problem is serial correlation while ignoring the problem of heteroscedasticity (see Baltagi, 2008). Baltagi, Bresson and Pirotte (2006) for example, derived a Lagrange Multiplier (LM) test which jointly tests for the presence of serial correlation as well as random individual effects assuming homoscedasticity of the disturbances. Holly and Gardiol (2000), however, derived an LM statistic which tests for
homoscedasticity of the disturbances while no serial correlation in the remainder disturbances in the context of a one way random effects panel data model. As earlier emphasized, allowing for homoscedasticity only when in fact serial correlation also exists will still yield consistent estimates of regression coefficients, but these will be inefficient and of biased standard errors. Similarly, testing for serial correlation only when in fact heteroscedasticity also exists will produce the same effects. The implication of this is that we may be accepting research hypotheses that are supposed to be rejected and vice-versa.

Although, Baltagi et. al. (2008) tried to resolve this problem by testing for both heteroscedasticity and serial correlation, they however, ignored the time parameter (an essential parameter in most cross-section analyses). Our intention in this study is to fill this research gap by accounting for both individual and time-specific effects in a panel data model. This type of panel data model is called the two-way error component model and as emphasized earlier, we will derive a joint LM test for homoscedasticity and no first order serial correlation, a conditional LM test for homoscedasticity given serial correlation and a conditional LM test for no first order serial correlation given heteroscedasticity. The benefit of this exercise is not only limited to its contribution to the existing literature on panel econometrics, it will also give researchers some level of confidence in their results when panel data models are considered for analysis.

1.4 Research Hypotheses

Given the following two-way error component model:

\[ y_{it} = x_{it} \beta + u_{it} ; \quad i=1, \ldots, N; \quad t=1, \ldots, T, \]  \hfill (1)

\[ u_{it} = \mu + \lambda_t + v_{it} \]  \hfill (2)

Where \( i \) indexes individual units up to the \( N \) individuals and \( t \) indexes time periods up to the \( T \) periods of each individual \( i \). \( y_{it} \) represents the observation on the dependent variable for the \( i \)th individual at the \( t \)th time period, \( x_{it} \) denotes the \( k \times 1 \) vector of observations on the nonstochastic regressors, the testable research hypotheses are
First Group of Tests

\[ H_0 : \sigma^2_{\mu} = \sigma^2_i, \forall i \text{ and } \sigma^2_{\lambda_i} = 0 \text{ but } \sigma^2_{\nu_i} \neq 0 \]
\[ H_0 : \sigma^2_{\mu} = \sigma^2_i, \forall i \text{ and } \sigma^2_{\lambda_i} \neq 0 \text{ but } \sigma^2_{\nu_i} = 0 \]
\[ H_0 : \sigma^2_{\mu} = \sigma^2_i, \forall i \text{ and } \sigma^2_{\lambda_i} = 0 \text{ and } \sigma^2_{\nu_i} = 0 \]

In the first group of tests, we examine homoscedasticity under various assumptions.

Second Group of Tests

\[ H_0 : \sigma^2_{\mu} = \sigma^2_i, \forall i \text{ given } \sigma^2_{\lambda_i} \]
\[ H_0 : \sigma^2_{\mu} = \sigma^2_i, \forall i \text{ given } \sigma^2_{\nu_i} \]
\[ H_0 : \sigma^2_{\mu} = \sigma^2_i, \forall i \text{ given } \sigma^2_{\lambda_i} \text{ and } \sigma^2_{\nu_i} \]

The second group of tests still examine homoscedasticity but given various assumptions.

Third Group of Tests

\[ H_0 : \sigma^2_{\mu} \neq \sigma^2_i, \forall i \text{ and } \sigma^2_{\lambda_i} = 0 \text{ but } \sigma^2_{\nu_i} \neq 0 \]
\[ H_0 : \sigma^2_{\mu} \neq \sigma^2_i, \forall i \text{ and } \sigma^2_{\lambda_i} \neq 0 \text{ but } \sigma^2_{\nu_i} = 0 \]
\[ H_0 : \sigma^2_{\mu} \neq \sigma^2_i, \forall i \text{ and } \sigma^2_{\lambda_i} = 0 \text{ and } \sigma^2_{\nu_i} = 0 \]

The third group of tests deals with heteroscedasticity under various assumptions.

Fourth Group of Tests

\[ H_0 : \sigma^2_{\mu} \neq \sigma^2_i, \forall i \text{ given } \sigma^2_{\lambda_i} \]
\[ H_0 : \sigma^2_{\mu} \neq \sigma^2_i, \forall i \text{ given } \sigma^2_{\nu_i} \]
\[ H_0 : \sigma^2_{\mu} \neq \sigma^2_i, \forall i \text{ given } \sigma^2_{\lambda_i} \text{ and } \sigma^2_{\nu_i} \]

The last group of tests is concerned with heteroscedasticity given various assumptions.

1.5 Scope of the Study

The focus of this study is on Panel Econometrics with specific interest in the two-way error component model. Essentially, the work looks at the twin problems of heteroscedasticity and serial correlation in the two-way error component model. The
choice of this area of panel econometrics is informed by the gap in the literature in which there is no study that has looked into the joint occurrence of heteroscedasticity and serial correlation in a two-way error component model.

2.0 Review of Related Literature

Mazodier and Trognon (1978) seem to be the first to deal with the problem of heteroscedasticity in panel data. The study looks at heteroscedasticity and stratification in two-way error component models. The study involves spectral decomposition of the variance-covariance matrix to derive statistically efficient and computationally simple estimation procedures. Although, this paper considers the two-way error component model, it only accounts for heteroscedasticity and ignores the possibility of serial correlation problem in the model. The present study, however, considers both.

The pioneering work of Mazodier and Trognon (1978) has given rise to further studies. Prominent among these papers are Rao et al. (1981), Magnus (1982), Baltagi (1988), Baltagi and Griffin (1988), Randolph (1988), Wansbeek (1989), Li and Stengos (1994), Holly and Gardiol (2000), Roy (2002), Phillips (2003) and Baltagi, Bresson and Pirotte (2006). However, these works were concerned with regression models with one-way error components disturbances: \( y_{it} = \mu_i + v_i + \varepsilon_{it} \), where the index \( i \) refers to the \( T \) time series observations. For example, both Mazodier and Trognon (1978) and Baltagi and Griffin (1988) were concerned with the estimation of a model allowing for heteroscedasticity on the individual-specific error term, i.e., assuming that \( \mu_i \sim \text{IID}(0, \sigma^2_{\mu_i}) \) while \( v_i \sim \text{iid}(0, \sigma^2_v) \). In contrast, Rao et al. (1981), Magnus (1982), Baltagi (1988) and Wansbeek (1989) adopted a symmetrically opposite specification allowing for heteroscedasticity on the remainder error term, i.e., assuming that \( \mu_i \sim \text{iid}(0, \sigma^2_{\mu_i}) \) while \( v_i \sim \text{iid}(0, \sigma^2_v) \). Randolph (1988) allowed for a more general heteroscedastic error component model assuming that both the individual and remainder error terms were heteroscedastic, i.e., \( \mu_i \sim \text{iid}(0, \sigma^2_{\mu_i}) \) and \( v_i \sim \text{iid}(0, \sigma^2_v) \), with the latter varying with every observation over time and individuals.
Lejeune (1996) on the other hand, dealt with Maximum Likelihood Estimation (MLE) and LM testing of a general heteroscedastic one-way error components regression model which assumes that $\mu_i \sim (0, \sigma^2_{\mu_i})$ and $v_{ui} \sim (0, \sigma^2_{v_{ui}})$, where $\sigma^2_{\mu_i}$ and $\sigma^2_{v_{ui}}$ are distinct parametric functions of exogenous variables $z_{ui}^i$ and $f_i'$, i.e., $\sigma^2_{\mu_i} = \sigma^2_{\mu} h_{\mu}(z_{ui}^i, \theta_1)$ and $\sigma^2_{v_{ui}} = \sigma^2_{v} h_{v}(z_{ui}^i, \theta_1)$. In the context of incomplete panels, Lejeune (1996) derives two joint LM tests for no individual effects and homoscedasticity in the remainder error term. In the first LM test, he considers a random-effects-one-way error component model with $\mu_i \sim iidN(0, \sigma^2_{\mu})$ and a remainder error term that is heteroscedastic $v_{ui} \sim N(0, \sigma^2_{v_{ui}})$ with $\sigma^2_{v_{ui}} = \sigma^2_{v} h_{v}(z_{ui}^i, \theta_1)$. The joint hypothesis $\theta_1 = \sigma^2_{v} = 0$ renders OLS the restricted MLE. Lejeune argues that there is no need to consider a variance function for $\mu_i$ since one is testing $\sigma^2_{v} = 0$. While the computation of the LM test statistic is simplified under this assumption, i.e., $\mu_i \sim iidN(0, \sigma^2_{\mu})$, this is not in the original spirit of Lejeune’s ML estimation where both $\mu_i$ and $v_{ui}$ have general variance functions.

Lejeune’s second LM test considers a fixed effects one-way error component model, where $\mu_i$ is a fixed parameter to be estimated and the remainder error term is heteroscedastic with $v_{ui} \sim N(0, \sigma^2_{v_{ui}})$ and $\sigma^2_{v_{ui}} = \sigma^2_{v} h_{v}(z_{ui}^i, \theta_1)$. The joint hypothesis is $\mu_i = \theta_1 = 0$ for all $i = 1, 2, ..., N$. This renders OLS the restricted MLE.

With regards to estimation, Li and Stengos (1994) suggested an adaptive estimation procedure for an error component model allowing for heteroscedasticity of unknown form on the remainder error term, i.e., assuming that $\mu_i \sim IID(0, \sigma^2_{\mu})$ while $v_{ui} \sim (0, \sigma^2_{v_{ui}})$, where $\sigma^2_{v_{ui}}$ is a nonparametric function $f(z_{ui}^i)$ of a vector of exogenous variables. They also suggest a robust version of the Breusch and Pagan (1980) LM test for no random individual effects, $\sigma^2_{\mu} = 0$, by allowing for adaptive heteroscedasticity of unknown form on the remainder error term. Holly and Gardiol (2000) propose a Rao score test for homoscedasticity assuming the existence of individual effects. The unrestricted model assumes that $\mu_i \sim N(0, \sigma^2_{\mu_i})$ and $v_{ui} \sim iidN(0, \sigma^2_{v_{ui}})$ where $\sigma^2_{\mu_i}$ is a parametric function of exogenous variables $f_i'$, i.e., $\sigma^2_{\mu_i} = \sigma^2_{\mu} h_{\mu}(f_i', \theta_2)$. Under the null
hypothesis $\theta_2 = 0$, with $h_\mu(0) = 1$, the restricted model reverts to the homoscedastic one-way error component model. Roy (2002) deals with adaptive estimation of an error component model assuming heteroscedasticity of unknown form for individual-specific error terms, i.e., assuming that $\mu_i \sim (0, \sigma^2_\mu)$ while $v_{it} \sim IID(0, \sigma^2_v)$, where $\sigma^2_\mu$ is a nonparametric function $f(\tilde{z}'_i)$ of a vector of individual means of exogenous variables $z'_i$ with $\tilde{z}'_i = \sum_{t=1}^T z'_i / T$. More recently, Phillips (2003) follows Mazodier and Trognon (1978) in considering a one-way stratified error component model. As unobserved heterogeneity occurs through individual-specific variances changing across strata, Phillips provides an algorithm for estimating this model and suggests a bootstrap test for identifying the number of strata.

In relation to the general heteroscedastic model of Randolph (1988) and Lejeune (1996), Baltagi, Bresson and Pirotte (2006) derive a joint LM test for homoscedasticity, i.e., $\theta_1 = \theta_2 = 0$. Under the null hypothesis, the model is a homoscedastic one-way error component regression model and is estimated by restricted MLE. This is different from Lejeune (1996), where under the null, $\sigma^2_\mu = 0$, so that the restricted MLE is OLS and not MLE on a one-way homoscedastic error component model. This model under the null is exactly that of Holly and Gardiol (2000) but it is more general under the alternative since it does not assume a homoscedastic remainder error term. Baltagi, Bresson and Pirotte (2006) also derive an LM test for the null hypothesis of homoscedasticity of the individual random effects assuming homoscedasticity of the remainder error term, i.e., $\theta_2 = 0 | \theta_1 = 0$. Their LM test is not different from Holly and Gardiol (2000). In addition, they derive an LM test for the null hypothesis of homoscedasticity of the remainder error term assuming homoscedasticity of the individual effects, i.e, $\theta_1 = 0 | \theta_2 = 0$.\(^6\)

Similarly, among the notable works on the problem of serial correlation in panel data are Lillard and Willis (1978), Bhargava, Franzini, and Narendranathan (1982) Burke, Godfrey and Termayne (1990), Baltagi and Li (1991, 1994, 1995) Galbraith and
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\(^6\) The review of related literature on heteroscedasticity in a panel data model was extensively drawn from Baltagi, Bresson and Pirotte (2006).
The error component model was extended to take into account first-order serial correlation in the remainder disturbances by Lillard and Willis (1978) for the random effects model and by Bhargava, Franzini, and Narendranathan (1982) for the fixed effects model. Both studies considered the first order Autoregressive [AR(1)] specification on the remainder disturbances. Nicholls, Pagan, and Terrell (1975), while considering first order moving average [MA(1)], find MA(1) is a viable alternative to AR(1). Baltagi and Li (1991) give a transformation which may be applied to certain autocorrelated disturbances in an error components model to yield spherical disturbances. They derive the transformations for first order Autoregressive [AR(1)] and second order Autoregressive [AR(2)] cases.

In furtherance to this theoretical paper, Baltagi and Li (1994) provide a simple estimation method for an error component regression model with qth order Moving Average [MA(q)] remainder disturbances. Their estimation method utilizes the transformation derived by Baltagi and Li (1991) for an error component model with autoregressive remainder disturbances, and a standard orthogonalizing algorithm for the general MA(q) model. Comprehensively, Baltagi and Li (1995) combine their earlier works in 1991 and 1994 by testing AR(1) against MA(1) disturbances in an error component model. The authors derive three Lagrangian Multiplier (LM) statistics for an error component model with first-order serially correlated errors. The first LM statistic jointly tests for zero first-order serial correlation and random individual effects, second LM statistic tests for zero first-order serial correlation assuming fixed individual effects, and the third LM statistic tests for zero first-order serial correlation assuming random individual effects. In all the three cases, the authors find that the corresponding LM statistic is the same whether the alternative is AR(1) or MA(1). The study also derives two extensions of the Burke, Godfrey and Termayne (1990) test from the time-series to the Panel data literature. The first tests the null of AR(1) disturbances against MA(1) disturbances, and the second tests the null of MA(1) disturbances against AR(1) disturbances in an error component model. The tests are computationally simple requiring only OLS or within residuals.

Galbraith and Zinde-Walsh (1995) also considered orthogonalizing transformation for the error-component model with serially correlated disturbances in the
general ARMA case. Their work involves generalizations of results obtained by the Baltagi and Li (1991) study of the AR (1) or AR (2) error processes.

It is evident from the foregoing that the strands of literature on serial correlation and heteroscedasticity problem in panel data analysis are almost separate. When the focus is on heteroscedasticity, serial correlation is ignored, and when the focus is on serial correlation, heteroscedasticity is ignored. The only notable work that assumes the existence of both serial correlation and heteroscedasticity problems is Baltagi, Jung and Song (2008).

Baltagi, Jung and Song (2008) consider a panel data regression model with heteroscedastic as well as serially correlated disturbances, and derive a joint LM test for homoscedasticity and no first order serial correlation. The restricted model is the standard random individual error component model. They also derive a conditional LM test for homoscedasticity given serial correlation and a conditional LM test when there is no first order serial correlation given heteroscedasticity, all in the context of a random effects panel data model. Monte Carlo results show that these tests along with their likelihood ratio alternatives have good size and power under various forms of heteroscedasticity. One of the fundamental differences between Baltagi, Jung and Song (2008) and the present work is that our work considers a more comprehensive model – the two-way error components model that takes care of both random individual and time effects- to test for the probable existence of heteroscedasticity and serial correlation in the model. The present study is, therefore, broader in scope.
<table>
<thead>
<tr>
<th>S/N</th>
<th>Research Area</th>
<th>Authors</th>
<th>Nature of Panel Data Model</th>
<th>Prominent Contributions</th>
<th>Intended Contribution of the Present Study to the Literature</th>
</tr>
</thead>
</table>
### Testing for Both Serial Correlation and Heteroscedasticity in a Panel Data model

**Baltagi, Jung and Song (2008)**

<table>
<thead>
<tr>
<th>One-Way Error Component</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) Derivation of a joint LM test for homoscedasticity and no first serial correlation.</td>
</tr>
<tr>
<td>(2) Derivation of a conditional LM test for homoscedasticity given serial correlation.</td>
</tr>
<tr>
<td>(3) Derivation of a conditional LM test for no serial correlation given heteroscedasticity.</td>
</tr>
</tbody>
</table>

To consider a two-way error component model in the derivation of the following:

1. A joint LM test for homoscedasticity and no first order serial correlation.
2. A conditional LM test for homoscedasticity given serial correlation.
3. A conditional LM test for no serial correlation given heteroscedasticity.
3.0 Theoretical Framework and Methodology

3.1 Theoretical Framework

Essentially, panel data analysis considers either one-way error components model or the two-way error components model or both. The one-way error component model accounts for individual specific effects but it ignores the time-specific effect while the two-way error component model accounts for both. As evidenced in the theoretical literature on panel econometrics, the analysis of the problem of heteroscedasticity and serial correlation has been in relation to one-way error components model. The present research work intends to fill a research gap by considering this problem in the context of the two-way error component model. However, our analysis will be guided by the existing literature on the one-way error component model.

Consider the following two-way error component model:

\[ y_{it} = x_{it} \beta + u_{it} \; ; \; i = 1, \ldots, N, \; t = 1, \ldots, T, \]  \hspace{1cm} (1)

Where \( i \) indexes individual units up to the \( N \) individuals and \( t \) indexes time periods up to the \( T \) periods of each individual \( i \). \( y_{it} \) represents the observation on the dependent variable for the \( i \)th individual at the \( t \)th time period, \( x_{it} \) denotes the \( k \times 1 \) vector of observations on the nonstochastic regressors. In the context of a two-way error component model, the regression disturbance term is described by the equation:

\[ u_{it} = \mu + \lambda_t + \nu_{it} \]  \hspace{1cm} (2)

With \( \mu \) representing individual-specific effect, \( \lambda_t \) time-specific effect and \( \nu_{it} \), the remainder disturbance term.

The stochastic error components have the following properties assuming homoscedasticity and no serial correlation in the error components:

\[ \mu_i \sim IID(0, \sigma_{\mu}^2) ; \; \lambda_t \sim IID(0, \sigma_{\lambda}^2) ; \; \text{and} \; \nu_{it} \sim IID(0, \sigma_v^2) \]  \hspace{1cm} (3)

\[ E(\mu_i \nu_{jt}) = 0 ; \; E(\lambda_s \nu_{ij}) = 0 \; \forall i, j, s, \; \text{and} \; E(\nu_{it} \nu_{jt}) = 0 \; \forall s, t, \; \text{where} \; i \neq j; \]  \hspace{1cm} (4)

By relaxing these restrictive assumptions on \( \mu_i, \lambda_t \) and \( \nu_{it} \) in the context of a two-way error components model, we have the following variations:
(a) A case of homoscedastic random individual and time effects while allowing for heteroscedastic remainder disturbance term. Under this assumption, we have the following properties for the error components:

$$\mu_i \sim \text{IID}(0, \sigma^2_\mu) ; \lambda_i \sim \text{IID}(0, \sigma^2_\lambda) \text{ and } v_{it} \sim (0, \sigma^2_{v_i})$$

(b) A case of homoscedastic random individual while allowing for heteroscedastic time effects and remainder disturbance term. Under this assumption, we have the following properties for the error components:

$$\mu_i \sim \text{IID}(0, \sigma^2_\mu) ; \lambda_i \sim (0, \sigma^2_\lambda) \text{ and } v_{it} \sim (0, \sigma^2_{v_i})$$

(c) A case of homoscedastic random individual and remainder disturbance term while allowing for heteroscedastic time effects. Under this assumption, we have the following properties for the error components:

$$\mu_i \sim \text{IID}(0, \sigma^2_\mu) ; \lambda_i \sim (0, \sigma^2_\lambda) \text{ and } v_{it} \sim \text{IID}(0, \sigma^2_{v_i})$$

(d) A case of homoscedastic remainder disturbance term while allowing for heteroscedastic individual and time effects. Here,

$$\mu_i \sim (0, \sigma^2_\mu) ; \lambda_i \sim (0, \sigma^2_\lambda) \text{ and } v_{it} \sim \text{IID}(0, \sigma^2_{v_i})$$

(e) A case of homoscedastic time effect and remainder disturbance term while allowing for heteroscedastic individual effects. Here,

$$\mu_i \sim (0, \sigma^2_\mu) ; \lambda_i \sim \text{IID}(0, \sigma^2_\lambda) \text{ and } v_{it} \sim (0, \sigma^2_{v_i})$$

(f) A case of homoscedastic time effects while allowing for heteroscedastic random individual and remainder disturbance term. Under this assumption, we have the following properties for the error components:

$$\mu_i \sim (0, \sigma^2_\mu) ; \lambda_i \sim \text{IID}(0, \sigma^2_\lambda) \text{ and } v_{it} \sim (0, \sigma^2_{v_i})$$

(g) A case of heteroscedasticity in all the error components This implies that:

$$\mu_i \sim (0, \sigma^2_\mu) ; \lambda_i \sim (0, \sigma^2_\lambda) \text{ and } v_{it} \sim (0, \sigma^2_{v_i})$$

(h) A case of homoscedastic random individual and time effects when first order serial correlation of the remainder disturbance term is present. In this case, $\mu_i \sim \text{IID}(0, \sigma^2_\mu) ; \lambda_i \sim \text{IID}(0, \sigma^2_\lambda)$ and the remainder disturbances can follow an
AR(1) process i.e., $v_t = \rho v_{t-1} + \varepsilon_t$ with $|\rho| < 1$, or an MA (1) process i.e., $v_t = \varepsilon_t + \lambda \varepsilon_{t-1}$ with $|\lambda| < 1$. In both cases, we assume $\varepsilon_t \sim \text{IIN}(0, \sigma^2_\varepsilon)$.

(i) A case of heteroscedastic random individual and time effects in the absence of first order serial correlation of the remainder disturbance term. Here, $\mu_i \sim (0, \sigma^2_\mu_i)$ and $\lambda_i \sim (0, \sigma^2_\lambda_i)$ and since there is no first order serial correlation in the remainder disturbance term, $|\rho|$ and $|\lambda|$ equal to zero and, therefore, $v_t = \varepsilon_t$ for both an AR (1) and an MA (1) processes. Given that $\varepsilon_t$ is white noise, therefore, $v_t$ is homoscedastic i.e., $v_t \sim \text{IID}(0, \sigma^2_v)$.

(j) A case of homoscedastic random individual but heteroscedastic time effects when first order serial correlation of the remainder disturbance term is present. In this case, $\mu_i \sim \text{IID}(0, \sigma^2_\mu_i)$; $\lambda_i \sim (0, \sigma^2_\lambda_i)$ and the remainder disturbances can follow an AR (1) process i.e., $v_t = \rho v_{t-1} + \varepsilon_t$ with $|\rho| < 1$, or an MA (1) process i.e., $v_t = \varepsilon_t + \lambda \varepsilon_{t-1}$ with $|\lambda| < 1$. In both cases, we assume $\varepsilon_t \sim \text{IIN}(0, \sigma^2_\varepsilon)$. By using the lag operator: for an AR(1) process, we have $v_{i,0} \sim \text{IIN}(0, \sigma^2_v/(1-\rho^2))$; for an MA(1) process, we have $v_{i,0} \sim (0, \sigma^2_v(1+\lambda^2))$.

(k) A case of homoscedastic time effects allowing for heteroscedastic random individual in the absence of first order serial correlation of the remainder disturbance term.

(l) A case of homoscedastic time effects allowing for heteroscedastic random individual in the presence of first order serial correlation of the remainder disturbance term.

(m) A case of homoscedastic random individual allowing for time effects in the absence of first order serial correlation of the remainder disturbance term.

(n) A case of heteroscedastic random individual and time effects when first order serial correlation of the remainder disturbance term is also present.

Note that we did not bother to define the distributions for $\mu_i, \lambda_i$ and $v_t$ for cases labeled $k, l, m$ and $n$ because we have similar ones already defined in the previous cases.
These variations are also presented in table 2 below.

**Table 2: Possible joint occurrence of heteroscedasticity and serial correlation using the two-way error component model**

<table>
<thead>
<tr>
<th>Individual Specific Effect</th>
<th>Time Specific Effect</th>
<th>Remainder Disturbance term</th>
</tr>
</thead>
<tbody>
<tr>
<td>Homoscedasticity</td>
<td>Homoscedasticity</td>
<td>First order serial correlation</td>
</tr>
<tr>
<td>Homoscedasticity</td>
<td>Heteroscedasticity</td>
<td>First order serial correlation</td>
</tr>
<tr>
<td>Heteroscedasticity</td>
<td>Homoscedasticity</td>
<td>First order Serial Correlation</td>
</tr>
<tr>
<td>Heteroscedasticity</td>
<td>Heteroscedasticity</td>
<td>First order Serial Correlation</td>
</tr>
<tr>
<td>Heteroscedasticity</td>
<td>Heteroscedasticity</td>
<td>No first order serial correlation</td>
</tr>
<tr>
<td>Heteroscedasticity</td>
<td>Heteroscedasticity</td>
<td>No first order serial correlation</td>
</tr>
<tr>
<td>Heteroscedasticity</td>
<td>Homoscedasticity</td>
<td>No first order serial correlation</td>
</tr>
<tr>
<td>Homoscedasticity</td>
<td>Homoscedasticity</td>
<td>Heteroscedasticity</td>
</tr>
<tr>
<td>Homoscedasticity</td>
<td>Heteroscedasticity</td>
<td>Heteroscedasticity</td>
</tr>
<tr>
<td>Heteroscedasticity</td>
<td>Homoscedasticity</td>
<td>Heteroscedasticity</td>
</tr>
<tr>
<td>Heteroscedasticity</td>
<td>Homoscedasticity</td>
<td>Homoscedasticity</td>
</tr>
<tr>
<td>Heteroscedasticity</td>
<td>Heteroscedasticity</td>
<td>Homoscedasticity</td>
</tr>
<tr>
<td>Heteroscedasticity</td>
<td>Heteroscedasticity</td>
<td>Homoscedasticity</td>
</tr>
<tr>
<td>Heteroscedasticity</td>
<td>Heteroscedasticity</td>
<td>Heteroscedasticity</td>
</tr>
</tbody>
</table>

*Source: Compiled by the Author*

Expressed above are the possible econometric problems that a researcher is likely to encounter using a two-way error component model. However, there is no way any of these problems can be tested as there is no available technique in the literature for carrying out such tests. This is a gap the present work intends to fill. We will develop LM tests under the various assumptions and consequently we will generate data to validate the tests.
3.2 Methodology

The methodology of this work is based on a generalization of the one used in Baltagi et al. (2008). Essentially, we shall consider the two-way error component model in testing for heteroscedasticity and serial correlation in panel data which is an extension to the existing theoretical literature on panel data. The following steps are of interest,

STEP 1: Write the variance-covariance matrix of the error term;

STEP 2: Write the variance-covariance matrix of the error term in the presence of AR errors;

STEP 3: Consider the variance-covariance matrix of the transformed model;

STEP 4: Obtain the spectral decomposition of the above matrix using the method of Wansbeek and Kapteyn (1982) and Baltagi and Li (1995);

STEP 5: Obtain the inverse of the transformed variance covariance matrix based on the method developed by Magnus (1982).

STEP 6: Derive the log – likelihood functions;

STEP 7: Using general formulas on log-likelihood differentiation (e.g., see Hemmerle and Hartley, 1973 and Harville, 1977) derive the score functions of the likelihood evaluated from the restricted and unrestricted MLE under the null;

STEP 8: Using the results of Harville (1977), derive the information matrix;

STEP 9: Derive the inverse of the information matrix;

STEP 10: Derive the LM tests under various assumptions.

3.3 Monte Carlo Data Generating Process

The Monte Carlo simulations method will be used to generate data necessary for testing the suitability and reliability of the proposed extensions to panel econometrics. The design of Monte Carlo experiments will follow closely that of Baltagi, Jung and Song (2008), Baltagi, Bresson and Pirotte (2006) and Li and Stengos (1994). The only difference, however, is the inclusion of time parameter. Consider a simple two-way error components model (see equation 1):

\[
y_{it} = \beta_0 + \beta_1 x_{it} + \mu_t + \lambda_i + v_{it}, \quad i = 1, \ldots, N; \quad t = 1, \ldots, T. \tag{12}
\]
Where

\[ x_t = w_{it} + 0.5w_{it-1} \]  

(13)

\( w_{it} \) is uniformly distributed on the interval \([0, 2]\). The parameters \( \beta_0 \) and \( \beta_1 \) are assigned 5 and 0.5 respectively. We will then choose \( N = 50, 100 \) and 200 and \( T = 5 \) and 10. For each \( x_t \), we generate \( T+10 \) observations and drop the first 10 observations in order to reduce the dependency on initial values. In addition, we will assume that for serial correlation, \( v_t \) follows an AR(1) process i.e., \( v_t = \rho v_{t-1} + \varepsilon_t \) with \( \varepsilon_t \sim \text{IIN}(0, \sigma^2_\varepsilon) \).

The initial values \( v_{i,0} \) will be generated as \( v_{i,0} \sim \text{IIN}(0, \sigma^2_\varepsilon/(1 - \rho^2)) \). The autocorrelation coefficient \( \rho \) varies over the set 0 to 0.5 by increments of 0.1.

For the individual and time effects heteroscedasticity, we will modify the Roy (2002) set up to account for the time parameter. Specifically, we will generate \( \mu_i \sim (0, \sigma^2_{\mu_i}) \); \( \lambda_i \sim (0, \sigma^2_{\lambda_i}) \) and \( \varepsilon_{it} \sim (0, \sigma^2_\varepsilon) \) where

\[
\sigma^2_{\mu_i} = \sigma^2_{\mu_i}(\bar{x}_i) = \sigma^2_{\mu_i}(1 + \alpha_{\mu_i}\bar{x}_i)^2 \\
(14)
\]

\[
\sigma^2_{\lambda_i} = \sigma^2_{\lambda_i}(\bar{x}_i) = \sigma^2_{\lambda_i}(1 + \alpha_{\lambda_i}\bar{x}_i)^2 \\
(15)
\]

Equations (14) and (15) are denoted as quadratic heteroscedasticity. For exponential heteroscedasticity, we have:

\[
\sigma^2_{\mu_i} = \sigma^2_{\mu_i}(\bar{x}_i) = \sigma^2_{\mu_i}\exp(\alpha_{\mu_i}\bar{x}_i) ; \\
(16)
\]

\[
\sigma^2_{\lambda_i} = \sigma^2_{\lambda_i}(\bar{x}_i) = \sigma^2_{\lambda_i}\exp(\alpha_{\lambda_i}\bar{x}_i) \\
(17)
\]

For each experiment, the joint and conditional tests will be computed.

### 3.4 Data Requirements and Sources

As emphasized, the main source of data required for the successful completion of this study is the Monte Carlo simulations method. The choice of Monte Carlo simulations method as the data-generating tool for this study is based on the fact that it can be adjusted to suit our analysis under the various assumptions proposed in this study. Prominent studies in panel econometrics among which include Holly and Gardiol (2000), Roy (2002), Phillips (2003) and Baltagi, Bresson and Pirotte (2006) and Baltagi, Jung
and Song (2008) also adopted this data generating process. However, after validating the proposed extensions, we can then apply the derived LM tests to selected panel surveys.

**4.0 Outline of the Study**

1.0 Chapter One: Introduction
2.0 Chapter Two: Literature Review
3.0 Chapter Three: Theoretical Framework and Methodology
4.0 Chapter Four: Results
5.0 Chapter Five: Discussion
6.0 Chapter Six: Conclusion
References


Tim Lloyd, Oliver Morrissey and, Robert Osei (2001), Problems with Pooling in Panel Data Analysis for Developing Countries: The Case of Aid and Trade Relationships. Centre for Research in Economic Development (CREDIT), University of Nottingham Research Paper No. 01/14.


