System Protection Schemes: Limitations, Risks, and Management

Final Project Report

Power Systems Engineering Research Center

Empowering Minds to Engineer the Future Electric Energy System
System Protection Schemes:
Limitations, Risks, and Management

Final Project Report

Project Team

James McCalley, Project Leader
Olatujoye Oluwaseyi, Venkat Krishnan, Renchang Dai
Iowa State University

Chanan Singh, Kai Jiang
Texas A&M University

PSERC Publication 10-19

December 2010
Information about this Project

For information about this project contact:

James D. McCalley
Professor
Iowa State University
Department of Electrical and Computer Engineering
Ames, Iowa 50011
Phone: 515-294-4844
Fax: 515-294-4263
Email: jdm@iastate.edu

Power Systems Engineering Research Center

The Power Systems Engineering Research Center (PSERC) is a multi-university Center conducting research on challenges facing the electric power industry and educating the next generation of power engineers. More information about PSERC can be found at the Center’s website: http://www.pserc.org.

For additional information, contact:

Power Systems Engineering Research Center
Arizona State University
577 Engineering Research Center
Tempe, AZ 85287-8606
Phone: 480-965-1643
Fax: 480-965-0745

Notice Concerning Copyright Material

PSERC members are given permission to copy without fee all or part of this publication for internal use if appropriate attribution is given to this document as the source material. This report is available for downloading from the PSERC website.

© 2010 Iowa State University. All rights reserved.
Acknowledgements

This is the final report for the Power Systems Engineering Research Center (PSERC) research project titled “Special Protection Schemes: Limitations, Risks, and Management” (PSERC project S-35). We express our appreciation for the support provided by PSERC’s industrial members and by the National Science Foundation’s Industry/University Cooperative Research Center program.

We very gratefully acknowledge the inputs received from the industry experts, including Ali Chowdhury (CAISO), Jim Gronquist (BPA), Wenyuan Li (BC Hydro), Tony Johnson, and Dede Subakti (MISO), for their insightful comments, which were very helpful in shaping this work.
Executive Summary

Special protection schemes (SPS), known also as remedial action schemes, are designed to detect abnormal system conditions and take predetermined, corrective action (other than the isolation of faulted elements) to preserve system integrity and provide acceptable system performance. Today, in many parts of the world, SPS represents a viable planning alternative to extending transmission system capability. Although SPS deployment usually represents a less costly alternative than building new infrastructure, it carries with it unique operational elements among which are: (1) risks of failure on demand and of inadvertent activation; (2) risk of interacting with other SPS in unintended ways; (3) increased management, maintenance, coordination requirements, and analysis complexity. Additionally, there is a dearth of simulation and assessment tools for performing reliability studies of SPS and enable planners to evaluate the operational complexity that SPS brings into the system along with its various economic and operational advantages.

So the objective of the proposed work is to provide a structured framework for identifying limitations of SPS deployment within a system, and assessing SPS risks and develop proper standards and practices for maintaining SPS reliability over its lifetime.

One of the highlights of the report is the unique assessment framework proposed based on both a process view and a systems view to identify risks and associated consequences for SPS. The process view based framework will view SPS in terms of a process which considers all the building blocks starting with the actuating signals, the equipment and logic used to operate on those signals, communication equipments and so on till the final action. The system view framework will view SPS in terms of its position in and impact on the power system in which it exists. This framework proposed is one of the significant contributions of this report, as even though a particular SPS design may appear quite reliable from the process view, it may not be so from system view due to the prospect of failures from interactions among many SPS in the system. So the system view risk assessment framework addresses such critical issues, which otherwise could cause cascading and catastrophic system consequences.

Some of the contributions from this project are:
1. A document with concentrated information pertaining to:
   • **Background**: Summary of relevant literatures on SPS, their operational and maintenance strategies from IEEE transaction papers, CIGRE documents, NERC standards, NERC sub-regions, and individual RTOs, ISOs, and companies.
   • **Technology or knowledge transfer**: An overview of standards and methods from industries such as process control, nuclear and power system, in order to leverage interesting ideas from these mature industries that could be applicable to reliability and maintenance studies related to SPS. Safety instrument systems (SIS) of process control industry lend themselves very well in this regard.
2. **SPS failure mode identification**: The project provides SPS failure mode taxonomy from both process and system point of view, and proposes approaches to identify and evaluate such SPS failures.

3. **Software design for system view risk assessment**: Design of a simulation capability to test various SPS logics, with flexibility to vary the SPS logic and intelligence to vary operating conditions and events over a wide range.

   Several reliability models and architectures for SPS and PMU-aided SPS have been developed to facilitate system view reliability studies, which would enable capturing impacts of SPS on system level phenomena.

4. **Operational complexity metric**: The operational and maintenance complexity due to the proliferation of SPS in power system is quantitatively captured by a proposed metric. System planning studies must incorporate such operational complexity metric in their overall formulation to estimate the limit of SPS growth for economical and reliable system operation.

   The report identifies the importance of including such metric in power system planning framework, and therefore illustrates a transmission expansion planning study for SPS aided power systems.

   In further investigations, the conceptual designs developed in this report will be applied on real time utility systems.
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1 Introduction

System protection schemes (SPS) (also called remedial action schemes, RAS) are designed to detect abnormal system conditions, typically contingency-related, and initiate pre-planned, corrective action to mitigate the consequence of the abnormal condition and provide acceptable system performance [1]. SPS actions include, among others, changes in load, generation, or system configuration to maintain system stability, acceptable voltages or power flows. SPS is also used as the acronym for special protection scheme, with has the same meaning as system protection scheme. However, it was recommended in [1] that word special be replaced by the word system, since it can be argued that all protection is special in some fashion. IEEE uses the System Integrity Protection System (SIPS), RAS is used by (BPA, WECC) others use the term SPS [2].

Today, in many parts of the world, SPS represents a viable planning alternative to extending transmission system capability. Although SPS deployment usually represents a less costly alternative than building new infrastructure, it carries with it unique operational elements among which are: (1) risks of failure on demand and of inadvertent activation; (2) risk of interacting with other SPS in unintended ways; (3) increased management, maintenance, coordination requirements, and analysis complexity. The objectives of the work described in this report are to summarize the state of the art in regards to SPS including closely related technologies in other industries, provide a structured framework for assessing SPS risk, and examine SPS as a viable planning alternative in which we consider how to identify limits of SPS deployment within a system.

These objectives are motivated by the recognition that SPS has proliferated. For example, SCE has 17 RAS on its transmission corridor and has planned to add another 57 [3]. Table 1 presents the results from three survey studies performed over the last 20 years, which indicates significant growth in the use of SPS.

Table 1: SPS survey studies

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Respondents</td>
<td>Schemes</td>
<td>Respondents</td>
</tr>
<tr>
<td>18</td>
<td>93</td>
<td>49</td>
</tr>
</tbody>
</table>

According to Vinnakota et. al. [7], “Due to the increased complexity of network operation in the past 30 years due to several factors such as growth in load, changes in market conditions and increased imports/exports, the network is more stressed in its operation and RAS schemes have grown in numbers.”

Furthermore, with the heavy growth in renewable resources, especially wind farms that are being connected to the grid prior to the required upgrades, SPS or RAS has become an increasingly critical application that enables quick and economic means of interconnecting them while meeting the required RPS standards [8]. This is supported
by Figure 1 [9] where it is clear that the MW requested in Buffalo ridge area is way ahead of the available transmission capacity, necessitating heavy SPS proliferation for smooth and economical solution strategies. But, this growth in SPS has definitely increased the operational complexity in managing the system with variable wind resources, and poses an interesting challenge to the ISOs.

![Figure 1: Buffalo ride area: MW requested vs. transmission capacity](image)

So this work has been motivated by the above cited reasons, with a clear cut focus on the topics such as current standards and industry practices related to SPS operation, their limitations, and future advancements. Special focus has been provided on risk assessment techniques, where the key concept on which our work is based is that SPS-risk may be examined from both a process view and a systems view. Viewing SPS in terms of a process forces consideration of the reliability of each individual component comprising the SPS. Viewing SPS in terms of the overall power system forces consideration of the SPS and the system in which it operates.

In this chapter, we summarize types of SPS and the components comprising them, we expand upon the process-view vs. systems view of SPS, and we will provide an overview of the report.

### 1.1 Types of SPS and typical components

SPS generally refers to controllers having some or all of the following characteristics [10]:

- SPS can be armed or disarmed depending on the system conditions.
- SPS are “normally dormant” systems; initiating events usually occur less than once a year.
- SPS usually employ discrete, feed-forward control laws.
- The control action taken is predetermined in most cases.
• Typically, some form of communication is involved in the control action.

Figure 2 shows the general structure of an SPS.

According to their control variables SPS can be classified as response-based or event-based. Response-based SPS are based on measured electric variables (such as voltage, frequency, etc.) and initiate their protective actions when the contingency has caused the measured value to hit the trigger level. The two most common response-based types of SPS are under-frequency load shedding and under-voltage load shedding.

Event-based SPS are designed to operate upon the recognition of a particular combination of events (such as the loss of several lines in a substation). Examples of event-based SPS are below:

• Generation rejection
• Load rejection
• System separation
• Turbine valve control
• Load and generator rejection
• Out-of-step relaying
• Discrete excitation controls
• Dynamic braking
• Generator runback
• VAR compensation
• Combination of schemes

It is useful to give some examples of equipment that are not SPS:
Transmission devices designed to provide dynamic control of electric system quantities, which typically involve feedback control mechanisms using power electronics to achieve the desired electric system dynamic response, during normal operation conditions, are not considered as SPS but instead as transmission control devices. Examples of such equipment and devices, which are active during normal operational conditions, include: static var compensator, power system stabilizer, active or reactive power flow control or compensation.

Transmission line auto-reclosing is aimed to improve stability or supply capability of the system, but the auto-reclosing is regarded as being a part of the line protection. Hence transmission line protection with auto-reclosing is regarded as a more advanced form of unit protection for the line than line protection without auto-reclosing. Restoration is not protection.

Overload protection of equipment is not an SPS.

In general, SPS are distinguished from unit or equipment protection in that a protection system is called an SPS when the focus of the protection is on the power system supply capability rather than on specific equipment.

The composition of SPS generally includes measurement inputs, sensors, breakers, communication equipment, logic solvers, and logic solver software [11, 12, 13], as described in what follows:

**Measurement inputs:** These may include one or more of the following [14]:
- Power system voltage and/or currents, synchronized to local measurements in the same substation, or they may be wide-area synchronized.
- Power system frequency
- Polarity reversal
- Control signals including automatic voltage regulator, power system stabilizer, governors, HVDC converters, and reactive power compensators (e.g., HVDC converters and SVC)
- Status – circuit breaker positions, tap changer positions, whether generator field current limiter is activated or not.
- Last valid state data such as, for example, telemetry data during loss of communication channel
- Arming levels and thresholds

**Sensors:** These are devices that measure the power system condition. Generally, they include relays and breaker/switch status detectors. Relays may be current, voltage, power, frequency, rate of change of each of these, out-of-step, generator power output level, line loading power level, etc. Neither loss of current nor loss of power can be used alone to determine that a line is open, because they both go through zero as power flow reverses direction on the line.
Caution must be taken in determining settings required to distinguish between local faults or system problems by using rate of change of current, voltage, power, or frequency. Out-of-step relays may be used in some cases for detecting pending instabilities. However, these are usually applied only where it is acceptable to wait until the swing is “coming out of” the swing setting of the relay before taking corrective action. Studies must be performed to determine the proper setting to prevent out-of-step tripping on recoverable swings.

- **Breakers**: These are the tripping equipment.

- **Communication equipment**: This is the equipment that communicates the condition of a power system with the help of sensors to the logic solver, and the logic solver output finally to the actuating elements. A robust communication network offers low error-rate, low latency, high availability, high security and is also deterministic. The Southern California Edison (SCE) uses IEC 61850 GOOSE (Generic Object-Oriented Substation Event) communication protocol [15] to perform all the RAS functionalities, beginning from detecting the event at remote location, transmitting the alarm over WAN for about 460 miles, then processing it and deciding suitable control action, and finally implementing the control with the help of RAS IEDs at the remote location. The usage of such a digital communication technology ensures the whole process takes place within 50 milliseconds, which is very fast compared to traditional methods of transmitting control messages.

- **Logic solver**: The logic solver is that portion of an SPS that performs one or more logic functions used to execute the SPS application logic and initiate protective actions. Although it may be electrical or electronic, it is assumed in what follows that it is a programmable electronic (PE) system such as a microprocessor [16], micro-controller, programmable logic controller (PLC), or application-specific integrated circuit (ASIC). If the logic solver is purchased externally, the supplier should provide an integrated design including input module(s), output module(s), maintenance interface device(s), communication(s), and utility software. The logic solver should have a published mean time to failure (MTTF), unsafe failure mode listing, and frequency of unsafe failure mode. It should have a method (internal and/or external) to protect against covert faults (such as a “watchdog” timer). The logic solver should be designed to ensure that the process will not restart automatically when power is restored, unless it is required to do so. Detected failure of the logic solver should not result in an unsafe system condition, if the appropriate, documented, response action is undertaken.

- **Logic solver software**: In developing software necessary for the logic solver, good software development practices should be followed. For example, a software requirements specification and a software design document should be developed. These documents should specify the functionality of the design using functional blocks so that the programmer does not need to make any assumptions about the functionality of each software module. Software
architecture should be clearly identified including specification of the operating system, databases, input/output subsystems, communication subsystems, programming and diagnostic tools, and programming languages used. Coding standards should specify good programming practices (e.g., readability, traceability, checkability, and analyzability), proscribe unsafe language features, and specify procedures for source code documentation. Testing plans should be able to show that each individual software module, each software subsystem, and the entire software system performs their intended functions and does not perform any unintended functions.

- Power supplies
- Monitoring devices

1.2 Overview of report

The remainder of the report is organized as follows.

Chapter 2 presents the current industry standards for SPS design, maintenance and operation. It also presents the way various prominent industries operate SPSs, and what kind of technology they employ to achieve coordination among various SPSs. Finally it presents some of the latest advancements in the way SPS are being used, with primary focus on centralized SPS and its relationship with Sychrophasors.

Chapter 3 sheds focus on the standards and practices of three industries, namely process control, nuclear and electric power industries. The aim is to extract relevant information about processes and methods from these matured industries which may be applicable for reliability studies concerning SPSs.

Chapter 4 and chapter 5 present risk assessment of SPS from two different views, namely ‘process view’ and ‘system view’. The ‘process view’ framework will view SPS in terms of a process which considers actuating signals, equipments, logic used to operate on actuating signals, communication channels, and final action. The ‘system view’ framework will view SPS in terms of its position in and impact on the power system in which it exists. System related failure modes are typically intended (by design) but undesirable, reflecting faulty logic. Figure 3 presents an overview of these two frameworks, and the kind of failure modes within each.

![Figure 3: Process view and system view failure modes](image-url)
Chapter 6 presents two planning studies, namely wind generation expansion study and transmission expansion study. It proposes ways to incorporate SPS in such studies and evaluate the reliability indices of such SPS-aided planning options.

Chapter 7 presents the conclusions.
# 2 Standards, practices and advancements on SPS

This chapter summarizes current industry standards and practices regarding SPS. Section 2.1 focuses on standards, while Section 2.2 focuses on existing industry practices related to SPS design, documentation, and technologies used for arming and coordinating various SPS operations. Section 2.3 sheds light on some recent advancement in SPS.

## 2.1 Current industry standards

The North American Electric Reliability Corporation (NERC) maintains the following standards related to SPS, posted at the NERC website [17] under Standards - Protection and Control:

- **PRC-004-WECC-1 Protection System and Remedial Action Scheme Misoperation (WECC):** This is a Regional Reliability Standard to ensure all transmission and generation Protection System and Remedial Action Scheme (RAS) Misoperations on Transmission Paths and RAS defined in section 4 are analyzed and/or mitigated.

- **PRC-012-0 Special Protection System Review Procedure:** To ensure that all Special Protection Systems (SPS) are properly designed, meet performance requirements, and are coordinated with other protection systems. To ensure that maintenance and testing programs are developed and misoperations are analyzed and corrected.

- **PRC-013-0 Special Protection System Database:** To ensure that all Special Protection Systems (SPSs) are properly designed, meet performance requirements, and are coordinated with other protection systems.

- **PRC-014-0 Special Protection System Assessment:** To ensure that all Special Protection Systems (SPS) are properly designed, meet performance requirements, and are coordinated with other protection systems. To ensure that maintenance and testing programs are developed and misoperations are analyzed and corrected.

- **PRC-015-0 Special Protection System Data and Documentation, PRC-016-0 Special Protection System Misoperations, and PRC-017-0 Special Protection System Maintenance and Testing:** To ensure that all Special Protection Systems (SPS) are properly designed, meet performance requirements, and are coordinated with other protection systems. To ensure that maintenance and testing programs are developed and misoperations are analyzed and corrected.

## 2.1.1 NERC standards and its relationship to other international standards

This section gives more in-depth summary of current industry standards for special protection schemes and how the standards can be improved by learning from more established international standards such as the International Society of Automation (ISA) and the International Electro-technical Commission (IEC).
2.1.1.1 PRC-004-WECC-1

According to PRC-004-WECC-1, mis-operations can be classified into two [18]:

1. **Security-based misoperation:** “Security-based misoperation is a misoperation caused by the incorrect operation of a protection system or RAS. Security is a component of reliability and is the measure of a device’s certainty not to operate falsely.”

2. **Dependability-based misoperation:** “Dependability-based misoperation is the absence of a protection system or RAS operation when intended. Dependability is a component of reliability and is the measure of a device’s certainty to operate when required.”

The ISA and IEC define Safety Integrity Level (SIL). “Safety Integrity Level (SIL) is a relative level of risk-reduction provided by a safety function, or it specifies a target level of risk reduction.” SIL may also be enforced for special protection schemes to enhance reliability and availability based on **Probability of Failure on Demand** (PFD). Table 2 describes SIL from IEC’s and ISA’s view-point [19].

Table 2: IEC and ISA demand mode SIL in terms of availability

<table>
<thead>
<tr>
<th>IEC SIL</th>
<th>ISA SIL</th>
<th>Availability required</th>
<th>PFD</th>
<th>1/PFD</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>N/A</td>
<td>&gt;99.99%</td>
<td>1E-005 to 1E-004</td>
<td>100,000 to 10,000</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>99.90 – 99.99%</td>
<td>1E-004 to 1E-003</td>
<td>10,000 to 1,000</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>99.00 - 99.90%</td>
<td>1E-003 to 1E-002</td>
<td>1,000 to 100</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>90.00 - 99.00%</td>
<td>1E-002 to 1E-001</td>
<td>100 to 10</td>
</tr>
</tbody>
</table>

2.1.1.2 PRC-012-0, PRC-013-0, PRC-014-0, and PRC-015-0

PRC-012-0, PRC-013-0, PRC-014-0, and PRC-015-0 summarize the review of SPS design, co-ordination with other protection schemes, establishing maintenance programs, and proper and efficient documentations.

The IEC uses the safety life cycle approach as the framework for structuring safety instrumentation system (SIS) requirements [20]. SIS performs specific functions to achieve or maintain a safe state of the process, when unacceptable or dangerous process conditions are detected. They are composed of similar elements as SPS, which includes sensors, logic solvers, actuators and support systems. Therefore a similar process can be developed for SPS as shown in Figure 4.
2.1.1.3 Penalty Matrix

NERC’s sanction guidelines provide a matrix comprising violation risk factors and violation severity levels, the intersection of which establishes "base penalty amounts". Table 3 presents the penalty matrix (per day rates) approved by FERC [21].
Table 3: FERC approved penalty matrix

<table>
<thead>
<tr>
<th>Violation Risk Factor</th>
<th>Lower Range Limits</th>
<th>Moderate Range Limits</th>
<th>High Range Limits</th>
<th>Severe Range Limits</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lower</td>
<td>$1,000 - $3,000</td>
<td>$2,000 - $7,500</td>
<td>$3,000 - $15,000</td>
<td>$5,000 - $25,000</td>
</tr>
<tr>
<td>Medium</td>
<td>$2,000 - $30,000</td>
<td>$4,000 - $100,000</td>
<td>$6,000 - $200,000</td>
<td>$10,000 - $335,000</td>
</tr>
<tr>
<td>High</td>
<td>$4,000 - $125,000</td>
<td>$4,000 - $300,000</td>
<td>$12,000 - $625,000</td>
<td>$20,000 - $1,000,000</td>
</tr>
</tbody>
</table>

The levels of risk factors in Table 3 are defined as:

- **Lower** - administrative in nature and, which if violated, is not expected to affect the state of the bulk power system or the ability to monitor, control, or restore the system.

- **Medium** - a requirement that, if violated, could directly affect the electrical state or the capability of the bulk power system or the ability to effectively monitor, control, or restore the system. But it does not result in instability, separation, or cascading failures.

- **High** - a requirement that, if violated, could directly cause or contribute to bulk power system instability, separation, cascading failures, or hinder restoration efforts.

2.2 Existing industry practices

RAS are fast acting automatic control devices, that utilizes protective relays and fast telecommunication networks, to ensure acceptable (reliable and safe) power system performance following critical outages on a power grid. Bonneville Power Administration (BPA) uses SPS to maintain stability, reduce line overloads, maximize transfer capabilities, and provide voltage support [22]. ERCOT employs SPS to maintain system security and reliability in accordance with ERCOT and NERC Reliability Standards, while facilitating the market [23]. BC Hydro heavily employs SPS and RAS to maintain system integrity. It also shares some of these schemes with the interconnected neighbors [24]. Southern California Edison (SCE) mitigates transmission overload problems arising due to contingencies using RAS [25]. According to Alberta Electric System Operator (AESO) [26], “RAS is used primarily on a temporary basis when new market participants are being added to the system in advance of the transmission system’s capability to manage such loads or supplies”. Likewise, many utilities are using SPS especially in the event of increasing penetration of intermittent renewable resources, and plenty of advancements are also being made in such defense system designs to the extent that utilities have started designing PMU based RAS [27].

2.2.1 Design of SPS

Design of SPS is very important due to the fact that SPS help keep the integrity of a power system during extreme disturbance. Therefore SPS must be designed to be highly reliable. One of the most important devices in SPS is the communication system.
which enables data exchange between monitoring and controlling devices. Arming is another important functionality in SPS design, wherein arming is usually automatically or manually enabled. Redundancy is a useful technique used in SPS to help improve reliability of SPS. Typically, SPS/RASs are comprised of three parts: monitoring, event detection and mitigation. The quality of SPS is measured in terms of speed and accuracy of operation, and redundancy in design.

The SPS design process comprises of the following five steps, namely [28]:

1. **System study**

   System studies identify limitations under various contingencies. The limitations could be thermal, voltage, or angular instability related system limits. Some of the important aspects of system studies include understanding the requirements and purpose of the application; identifying limits such as overload conditions, under voltage, under frequency and so on; studying SPS requirements based on NERC reliability and regional standards; evaluating many alternate solutions and so on.

2. **Solution development**

   The solution based on system studies must be analyzed and specific recommendations have to be made as a next step. The recommendations are about the stability limits, conditions when SPS is to be armed, the amount of load to be shed when needed, bus voltage limits, various other limits and so on.

3. **Design and implementation**

   At the stage of implementation, typically many practical questions are to be answered such as:

   - What technology is needed to meet the functional requirements of the SPS in an economic fashion?
   - What kind of communication equipment is needed to meet the SPS standards?
   - What is the most reliable way of building redundancy such as voting schemes for the logic solver?

   Reference [28] gives a detailed list of such practical issues to be addressed.

4. **Commissioning & periodic testing**

   A comprehensive testing method must be in place for successfully implementing the solution. The errors detected must be rectified and the system specifications must be met. The test plan must include:

   - Lab testing: validation in a controlled environment
   - Field testing: test against undesirable system conditions likely in reality

   The routine of tests are to be performed on a periodic basis and gradually understand the working of SPS better in various conditions.
5. Training & documentation

Failure of SPS due to human intervention, faulty logic design and incorrect settings has been reported to be about 20%, 12% and 10% respectively in past surveys [5]. So proper training of operating and maintenance staff is necessary to ensure reliable operation of SPS and its continuous improvement. A solid documentation about SPS, its functionalities, past experiences, case studies will definitely help in efficiently training the upcoming staff.

2.2.2 Documentation for reliability assessments

Electric system planners are facing unprecedented challenges in managing the risk of using SPS in maximizing the usage of existing and planned transmission grid. The following documenting procedure has been developed by Remedial Action Scheme Reliability Subcommittee of WECC in order to assess the reliability of an SPS [29].

1. RAS scheme purpose and overview - The following information is included:
   a. Name of the RAS
   b. Purpose
   c. Desired in-service date
   d. Ownership
   e. Person responsible for the operation and maintenance
   f. SPS functionality
   g. Single line drawings showing all sites involved, bus arrangement and other protection systems such as breakers
   h. Impact on the WECC power grid

2. RAS design
   a. Design philosophy
   b. Design criteria, including failure of which element or combination of elements causes RAS failure mode
   c. RAS Logic
   d. RAS Logic Hardware
   e. Redundancy
   f. Arming method i.e. manual, automatic, or via SCADA
   g. Define all inputs, including protective relay inputs such as angle, power, current, voltage, frequency, rate of change of frequency power, current and voltage.
   h. List devices used to monitor inputs such as circuit breakers
   i. Coordination with protection and control systems
j. Telecommunications with the diagram of telecom path, communications system performance, supporting reliability information such as equipment age, history, maintenance, communication architecture, bandwidth of communication system and so on.

k. Transfer Trip Equipment

l. Remedial actions initiated

3. Monitoring
   a. RAS monitoring equipment and time resolution
   b. Station alarms
   c. SCADA monitoring
   d. Sequence of Events Recorders
   e. Facilities monitored such as self diagnostics, telecommunications, transfer trip equipment, RAS actions and so on.

4. RAS operating procedures - Procedure for abnormal system conditions like,
   a. Incorrect operation (failure to operate or false operation)
   b. Unavailability of redundant RAS system
   c. Unscheduled or unplanned or uncoordinated loss of RAS
   d. Partial or total loss of input for arming decisions

5. Commissioning, maintenance and testing
   a. SPS commissioning
   b. Overall functional test procedure
   c. Preventative maintenance
   d. Maintenance and test intervals
   e. Maintenance and testing procedures

6. Performance and operational history- Based on system requirements provide assurances on performance and operating time of the SPS. The following information is provided:
   a. How long has the RAS been in operation?
   b. Failure to operate?
   c. Incorrect operation?
   d. Slow operation
   e. Unnecessary operation?
7. **RAS catalog information** - Summary of the salient features of the newly proposed or modified SPS

8. **Revision History** - Information about initial release and approval of the SPS by regulatory bodies

### 2.2.3 SPS implementation and coordination in industries

SPS is designed to operate in stressed conditions. So properly arming SPS when needed is very important, as failure in such a case could be very catastrophic. Traditionally, RASs are localized, operated by fast algorithms installed at substations or control centers. But with the increasing population of SPS, there have been many disadvantages experienced by localized RASs especially in terms of maintenance and coordination. Therefore, Centralized-RAS, a more technologically driven defense scheme, has been gaining acceptance since it has lot of advantages. This section briefs some of the utilities’ practices regarding SPS implementation, arming and coordination under various conditions.

**MISO**

Midwest independent system operator (MISO) has about 15 RAS. MISO sends the status of RAS to the control room personnel through ICCP (Inter Control Center Protocol) points, who take the decision from real-time information displayed [30]. The RTCA (Real-time Contingency Analysis) tool developed by MISO includes most of the SPS, except a few very complicated ones. The RTCA tool [31] is either scheduled to run at uniform intervals (say, every 5 minutes), or triggered based on a contingency event or by an operator.

**CAISO**

In CAISO, RAS schemes are written using Data Base Language (DBL), which is prevalently used in EMS related functionalities. The contingency analysis (CA) module calls the RAS DBL code to initiate the simulation of RAS control actions during contingency analysis [32]. Also, CAISO has developed a RAS maintenance program, as shown in Figure 5. The more RAS in an electric grid, maintenance scheduling of RAS and other electric power equipments becomes more and more difficult. Also the electric grid experiences changes all the time, and RAS have to be reviewed whenever there is a change in this system. So a proper documentation must be done in-order to keep track of all the changes in the system.
In BC Hydro, RAS arming is done centrally at the control center [33, 34]. This has proved to increase system limits as well as reliability. The arming of RAS is automatically performed by TSA (transient stability assessment function) as shown in Figure 6, which is within EMS. The arming is done either immediately after any network configuration change or at systematic intervals of 4 minutes. At regular intervals the system limits are updated automatically. In Figure 7, the patching matrix of each RAS acts as the interface between inputs (multiple contingencies) and the outputs, where outputs are suitable control actions such as generator shedding, line tripping, shunt switching etc. to improve transient, voltage or thermal stability.
Figure 8 shows the way BC Hydro integrates EMS/SCADA and protective relays in order to effectively handle contingencies [35].

Figure 7: BC Hydro central arming RAS system

Figure 8: BC Hydro - EMS/SCADA/protective relay integration

RTU: Remote terminal unit; SE: State estimation; TSAPM: Transient stability problem
ERCOT

“To avoid unnecessary SPS operation, the SPS owner may provide a real-time status indication to the owner of any generation resource controlled by the SPS to show when the flow on one or more of the SPS monitored facilities exceeds 90% of the flow necessary to arm the SPS. The cost necessary to provide such status indication shall be allocated as agreed by the SPS owner and the generator owner [36].”

BPA

BPA (Bonneville Power Administration) uses programmable logic controllers for its SPS design. Most RAS in BPA are on their 500KV lines. The way RAS is operated in BPA is that when there is a line loss detection, a transfer trip signal is sent to control centers, from where control signals are sent to power plants and substations [37]. These RAS schemes are designed to be highly redundant using two out of three voting schemes and also information is sent to two control rooms to improve redundancy. In order to avoid frequency problems, there is a limit on generation tripping of 2700MW [38]. BPA also co-ordinates with northern and central California, so that necessary remedial actions can be taken in-order to keep up system integrity in Pacific NW and California. Figure 9 presents the RAS controllers for the coordinated operation of California and BPA RAS [39].

![Diagram of California and BPA remedial action schemes controllers](image.png)

Figure 9: California and BPA remedial action schemes controllers
SCE

Southern California Edison (SCE) faces rapid growth of RAS in its footprint. This is due to aggressive renewable generation expansion and load growth [8]. Consequently, having many isolated RAS leads to coordination problems, maintenance issues with engineers having to traveling long distances for each RAS, and so on. Figure 10 from the work [40] done by P. Arons gives a systematic outline of all the associated problems due to proliferating RAS. So SCE is trying to introduce centralized remedial action scheme (C-RAS), motivated by the fact that having many localized RAS increases operational complexity.

- LABORIOUS: Planning, design, programming, implementation and operational tasks
- PROLIFERATION: Almost all transmission network involved
- INCREASING DEPENDENCY: 31 new schemes identified in the Generator “Queue” (2007-2009)
- CUSTOMIZATION: No ability to replicate a scheme and high maintenance costs
- ONE SIZE FITS ALL: Inability to size mitigation targets based on dynamic assessment of generation tripping / load shedding requirements
- OVERLAP: Generation / Load subject to interruption for numerous reasons
- SLOW ARMING/DISARMING: Arming by EMS computer may take 8–16 seconds delayed signals
- TIME LOSS: Excessive travel time by engineering and field staff to maintain the local RAS schemes at numerous sites
- NUMEROUS REVISIONS: Expanding Generator “Queue” and network changes affects existing local RAS schemes
- LOW STAFF MORALE: The impossible problem of increasing work load, short deadlines, proliferating archaic technology and losing skilled staff (added 2 new & updated 3 RAS schemes for 2006 summer)

Figure 10: Motivation for C-RAS

Some of the advantages and features of C-RAS developed by SCE are:
1. It will enhance transmission line capacity ratings
2. The various RAS will be to easier to maintain during different seasons and different system operating conditions.
3. It will increase wide-area voltage stability
4. It possesses an additional study tool that can be used for transmission and interconnection planning.
Figure 11 shows the system problems that can be addressed effectively and economically using RAS, wherein RAS implements respective remedial action to alleviate a stressed system which otherwise faces unstable conditions. So with the advent of a Centralized-RAS approach, all the wide-area functionalities such as monitoring, protection, and control could be fit in a single framework.

Figure 11: RAS range of functionalities
2.3 Advancements in SPS

2.3.1 Relationship between SPS and synchrophasor technology

Synchrophasor technology provides system status at a much faster rate, compared to SCADA and other traditional state estimators. The publication [41] by Schweitzer Engineering Laboratories (SEL) proposes a synchrophasor based vector processor (SVP) shown in Figure 12, which collects synchronous phasor measurements from the system, processes them and detects any unstable conditions within local as well as large areas.

![Synchrophasor based vector processor from SEL](image)

Figure 12: Synchrophasor based vector processor from SEL

This functionality of SVP when combined with RAS, provides a high improved defense mechanism to enhance power system security. Table 4 [41] presents the advantages of SVP based RAS compared to traditional RAS in terms of increased speed, reduced equipments, and so on.

<table>
<thead>
<tr>
<th></th>
<th>Traditional RAS</th>
<th>SVP RAS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logic Processors</td>
<td>7</td>
<td>0</td>
</tr>
<tr>
<td>I/O Modules</td>
<td>65</td>
<td>0</td>
</tr>
<tr>
<td>SVPs</td>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td>Ethernet Switches</td>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td>Wiring</td>
<td>730 wires/cables</td>
<td>30 cables</td>
</tr>
<tr>
<td>Power</td>
<td>470 W</td>
<td>210 W</td>
</tr>
<tr>
<td>Operate Time</td>
<td>5 Cycles</td>
<td>4.25 Cycles</td>
</tr>
<tr>
<td>Equipment Price</td>
<td>$144,000</td>
<td>$102,000</td>
</tr>
<tr>
<td>Installation and Check-out Price</td>
<td>$21,000</td>
<td>$8,000</td>
</tr>
<tr>
<td>TOTAL</td>
<td>$165,000</td>
<td>$110,000</td>
</tr>
</tbody>
</table>

Table 4: Traditional vs. synchrophasor based RAS scheme
Southern California Edison (SCE) proposed Smart RAS [42], a Centralized RAS technology that uses real power measurements of tie-line between two areas from PMU to actuate suitable remedial action that prevents system out-of-step condition. Figure 13 shows the smart RAS controller with its input and outputs.

The work in [27] presents a PMU based SPS developed and operated by Taipower systems against transient instabilities caused by EHV line contingencies.

![Smart RAS from SCE](image)

**Figure 13:** Smart RAS from SCE

### 2.3.2 Role of SPS in wide area monitoring, protection and control

After the advent of Phasor Measurement Units (PMUs), in 1988 Bonneville Power Administration (BPA) first used it in WECC. Then on inspired by its many advantages to record information useful for crucial system analysis, which were not earlier possible using SCADA or IED data, many utilities have started deploying PMUs. Now in WECC, various companies such as BPA, SCE, WAPA and PG&E take part in data exchange program and benefit each other in having better reliability status of critical transmission corridors [43]. Figure 14 shows a typical data exchange using PMU and PDCs, which provide the ability to monitor system security and limits over a wide-area, and take necessary control actions over a wide-area of the power network.

![Typical PMU](image)

**Figure 14:** Typical PMU
Wide-area monitoring system (WAMS) based on PMUs is real time monitoring application of electric power grid performing various tasks such as monitoring phase angle, line loading, voltage stability, power oscillations, frequency stability, and event archiving. WAMS has gained a lot of importance in the electric power grid applications since there has been incessant load growth, aggressive renewable generation expansion and, also frequent blackout threat. WAMS are also used in implementing Wide-area protection schemes (WAPS), which are used to stop widespread blackout. According to [39], “WAPS (Wide-area protection systems) schemes are designed to detect abnormal system conditions and take pre-planned, corrective actions intended to minimize the risk of wide-area disruptions and to increase system power transfer capability”. Figure 15 presents a basic design of WAMS with protection module [44].

![Diagram of WAMS with protection module](image)

Figure 15: Wide-area monitoring and protection design

Figure 16 shows a response-based Wide-Area Control System (WACS) developed by BPA using PMUs. WACS controller acts a centralized master control that receives system data from PMUs and PDCs, processes them and issues relevant control signals to WAPS controller.

Figure 17 shows the WACS implementation using RAS, where control signal from the centralized master controller is sent to centralized RAS controller that performs the WAPS functionalities. This wide-area system monitoring and control using PMU and RAS respectively proves to be very efficient and faster, and helps in averting any unnecessary RAS actions by proper coordination.
Figure 16: Wide area control system

Figure 17: Wide area control system using RAS
It is likely that individual companies have documented procedures for performing SPS design, installation, and start-up. However, significant effort fails to identify documentation of these procedures in the literature or in publicly available documentation, available on the internet and elsewhere, with just a few exceptions, including [11, 12, 13, 45, 46]. Yet, most of these are quite general and tend more towards “criteria” rather than “procedures”. Indeed, the IEEE/CIGRE survey conducted by Anderson and Le Reverend [5] found that most often utility criteria for SPS contained at most general requirements for equipment redundancy.

It is found, however, that the other industries have confronted quite similar problems. One of them in particular is the process control industry, summarized in Section 3.1, and the other is the nuclear power industry, summarized in Section 3.2. In addition, we find that, within the electric power industry, the approach to developing operating rules is very similar to the approach for developing SPS logic, as described in Section 3.3.

3.1 Process control industry

This industry is comprised of companies in the petroleum, pharmaceutical, power, chemical, pulp and paper, and textile, and supporting areas. Often, the failure consequence of the various processes implemented can be very high, and so a great deal of attention is paid to standardizing procedures for designing, installing, and maintaining safety instrumented systems (SIS). These are systems that are comprised of sensors, relays, breakers, communication equipment, and logic solvers that take the process to a safe state when predetermined conditions are violated [47]. The SIS equipment and function are quite similar to the equipment and function of SPS in power systems. The process control industry has done an extensive amount of work investigating, modeling, and standardizing of SIS equipment and this work is well documented. The documents in use are: ISA S84.01, ISA dTR84.02, IEC draft 61508 and S84/IEC 61511.

The Instrument Society of America (ISA) is the international society for measurement and control. Members are from many industries with a large number from the petroleum, chemical, and supporting industries. The International Electrotechnical Commission (IEC) is the world organization that prepares and publishes international standards for all electrical, electronic and related technologies. The membership consists of more than 50 participating countries, including all the world's major trading nations and a growing number of industrializing countries.

3.1.1 ISA S84.01

ISA S84.01 [48] is a standard titled “Application of Safety Instrumented Systems for the Process Industries” that was approved on February, 1996 after many years of development. This standard addresses the application of Safety Instrumented Systems (SIS) for the process industries. ISA S84.01 addresses integrity levels for electrical, electronic, and programmable electronic systems. These systems include electromechanical relays, solid state logic, programmable electronic systems, motor-
driven timers, solid state relays and timers, hard-wired logic, and combinations of the above. A key concept of this document is the definition and use of Safety Integrity Levels (SIL).

The document provides standard criteria for function and integrity specifications, conceptual design, detailed design, installation, commissioning, and prestart-up tests, operation and maintenance procedures, periodic functional testing, management of changes, and decommissioning of such systems. In particular, detailed design requirements are specified for logic solvers and application logic, sensors and motor starters, operator, communication, and maintenance interfaces, power sources, and design of periodic testing capability. It also provides appendices which give SIL assessment methods, design considerations, references, and an illustrative example.

3.1.2 ISA dTR84.02

ISA-dTR84.02 [49] is a supporting document for ISA S84.01 that provides evaluation approaches for safety-instrumented system reliability. The focus of this document is on modeling and calculation, and SIL is the basic performance measure. It describes modeling of system failure elements, failure mode and effect analysis, modeling of electrical, electronic, and programmable electronic systems, safety system selection, common cause failure models, Markov model development and quantification, uncertainty analysis, statistical sensitivity analysis, fault simulation test procedures, and reliability analysis software. The objectives of ISA-dTR84.02 are to:

1) provide guidance on SIL analysis
2) present methods to implement SISs so that they achieve a specified SIL
3) identify failure rates and failure modes of SIS
4) address diagnostic, diagnostic coverage, covert faults, test intervals, common cause, systematic failures, and redundancy of SIS
5) provide tools for verification of SIL and pre-startup safety review of SIS
6) present methods for determining the functional test interval

3.1.3 IEC work

The International Electro technical Commission (IEC) has prepared two documents, IEC 61508 [50] and IEC-61511 [51], that define requirements common to all industries (not just for process control) for electrical, electronic, and programmable electronic systems. It is IEC's intent that, ultimately, there would be additional standards developed to reflect specific requirements for the various industry sectors, including nuclear, pharmaceutical, and aeronautical. Although the power industry is never mentioned explicitly, it seems reasonably to include it as another “sector”. It is therefore likely that anything the power industry wanted to do in the way of standardization or guidelines would be of interest to IEC.

There are three basic ideas on which these ISA and IEC materials depend. One is that the potential harm or danger can be measured by risk, which is the combination (usually the product of) the probability of occurrence of the harm and the severity of
the harm. A second basic idea is that the safety instrumented functions, which mitigate or prevent the harm and are therefore much like SPS, can be characterized by their safety integrity. This is the probability of a safety instrumented function satisfactorily performing the required functions under all the stated conditions within a stated period of time. In the cited standards, safety integrity is quantified by a safety integrity level (SIL). The SIL is a discrete number, 1, 2, 3, or 4, which specifies the requirements of the safety instrumented functions to be allocated to the safety instrumented systems. SIL 4 has the highest level of safety integrity, and SIL 1 has the lowest level. Each SIL has associated target failure measures, according to whether the mode of operation is low demand operation where frequency of demand for operation is not more than once per year or high demand operation where this frequency is greater than once per year. For low demand operation, the average probability of failure to perform the design function on demand should lie in the range: \(10^{-4}\) to \(10^{-5}\) (SIL 4), \(10^{-3}\) to \(10^{-4}\) (SIL 3), \(10^{-2}\) to \(10^{-3}\) (SIL 2), and \(10^{-1}\) to \(10^{-2}\) (SIL 1). For high demand operation, the probability of a dangerous failure per hour should lie in the range: \(10^{-8}\) to \(10^{-9}\) (SIL 4), \(10^{-7}\) to \(10^{-8}\) (SIL 3), \(10^{-6}\) to \(10^{-7}\) (SIL 2), and \(10^{-5}\) to \(10^{-6}\) (SIL 1). The third basic idea embedded in these documents is that risk and SIL are keys in showing how the establishment and maintenance of safety-instrumented system integrity involves many activities over the lifetime of the equipment. This idea is captured via use of the term safety life cycle, the necessary activities involved in the implementation of safety instrumented function(s) occurring during a period of time that starts at the concept phase of a project and finishes when all of the safety instrumented functions are no longer available for use.

3.1.4 Methods in Process control industry applicable to SPS

3.1.4.1 Risk Matrix

One of the most common techniques used among refining, chemical and petrochemical companies is the risk matrix. The Risk Matrix comprises of risk levels based on probability and impact on its two dimensions as shown in Table 5 [52].

\[
Risk = frequency \times consequence
\]  

\quad (3.1)

<table>
<thead>
<tr>
<th>Consequence→ Likelihood</th>
<th>Insignificant</th>
<th>Minor</th>
<th>Moderate</th>
<th>Major</th>
<th>Severe</th>
</tr>
</thead>
<tbody>
<tr>
<td>Almost certain</td>
<td>Moderate risk</td>
<td>High risk</td>
<td>High risk</td>
<td>Extreme risk</td>
<td>Extreme risk</td>
</tr>
<tr>
<td>Likely</td>
<td>Moderate risk</td>
<td>Moderate risk</td>
<td>High risk</td>
<td>High risk</td>
<td>Extreme risk</td>
</tr>
<tr>
<td>Possible</td>
<td>Low risk</td>
<td>Moderate risk</td>
<td>Moderate risk</td>
<td>High risk</td>
<td>Extreme risk</td>
</tr>
<tr>
<td>Unlikely</td>
<td>Low risk</td>
<td>Moderate risk</td>
<td>Moderate risk</td>
<td>High risk</td>
<td>High risk</td>
</tr>
<tr>
<td>Rare</td>
<td>Low risk</td>
<td>Low risk</td>
<td>Moderate risk</td>
<td>High risk</td>
<td>High risk</td>
</tr>
</tbody>
</table>

Table 5: A sample risk matrix
The various risk levels are:

- *Extreme risk* - detailed action/plan required
- *High risk* - needs senior management attention
- *Moderate risk* - specify management responsibility
- *Low risk* - manage by routine procedures

The above concept of Risk Matrix can be used to assess SPS related risks. SPS are programmed to engage in forced curtailments when an unwanted event is detected. For instance, the fact that SPS increases operational transfer capability does not mean that we should ignore the fact that frequent curtailments of load cause customer dissatisfaction. Therefore the frequency of forced curtailments and the amount of load interrupted should be regulated in order to minimize risk. Similarly, there are other consequences for a desirable operation of SPS such as generation rejection, penalty due to reduced export, etc. Also the consequences under an undesirable operation of SPS could be equipment damage, system instability, etc. So a risk matrix can be used to evaluate the risk of each of these consequences under different modes of SPS operation. Table 6 shows a proposed matrix which can be used to minimize risk of SPS actions.

Table 6: A prototype illustrating the relationship between SPS and risk matrix

<table>
<thead>
<tr>
<th>Consequence levels when SPS is armed to trip</th>
<th>Frequency of SPS actions</th>
<th>Insignificant value of consequence</th>
<th>Moderate value of consequence</th>
<th>Minor value of consequence</th>
<th>Significant value of consequence</th>
<th>Major value of consequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Possibility of repeated events</td>
<td>Significant risk</td>
<td>Significant risk</td>
<td>High risk</td>
<td>High risk</td>
<td>High risk</td>
<td></td>
</tr>
<tr>
<td>Possibility of isolated events</td>
<td>Moderate risk</td>
<td>Significant risk</td>
<td>Significant risk</td>
<td>High risk</td>
<td>High risk</td>
<td></td>
</tr>
<tr>
<td>Possibility of occurring sometimes</td>
<td>Low risk</td>
<td>Moderate risk</td>
<td>Significant risk</td>
<td>High risk</td>
<td>High risk</td>
<td></td>
</tr>
<tr>
<td>Not likely to occur</td>
<td>Low risk</td>
<td>Low risk</td>
<td>Moderate risk</td>
<td>Significant risk</td>
<td>High risk</td>
<td></td>
</tr>
<tr>
<td>Rare occurrence</td>
<td>Low risk</td>
<td>Low risk</td>
<td>Moderate risk</td>
<td>Significant risk</td>
<td>Significant risk</td>
<td></td>
</tr>
</tbody>
</table>

3.1.4.2 Economic analysis of a Safety Instrumented System

Economic analysis of SIS is very important because sometimes installation of some SIS may not be a wise idea. Any company that invests in a project wants to know whether the benefit of the projects outweighs the costs. Economic models have been
developed to assess the benefit-cost ratio of installing a SIS [53], as shown in Figure 18.

The above methodology of economic analysis can be applied to study SPS aided
transmission upgrade. In most cases SPS is a cheaper alternative to transmission upgrade but we should not forget that SPS causes increase in operational costs such as re-dispatch costs, EENS (expected energy not served) costs etc. and maintenance costs. These when accumulated over the years it becomes very large. On the other hand transmission lines are invested over long period of years and all these unnecessary costs can be avoided over the years. A solution combining both SPS and transmission line may strike the right balance. Therefore, it is necessary to do an economic sanity check as shown in Figure 19 to know which transmission expansion plan aided by SPS may be the better option over the long term.

![Figure 19: Economic analysis of SPS aided transmission upgrade](image)

A benefit-cost index is proposed and it can help to rank transmission upgrade based on economic benefit.
\[ B / C = \frac{(PC_{SPS} - PC_{TU})}{C_{TU} - (C_{SPS} + C_{FC} + C_{SI})} \]  

(3.2)

where,

B/C = Benefit-cost index

PC_{TU} = Production costs after transmission upgrade

PC_{SPS} = Production costs if SPS is the preferred alternative

C_{TU} = Cost for transmission upgrade

C_{SPS} = Cost for implementing SPS

C_{FC} = Expected cost due to forced curtailments (SPS)

C_{RED} = Expected re-dispatch cost after generation tripping (SPS)

The example shown in Tables 7 and 8 assumes that the study is conducted for a 5-year interval and all monetary values are in present value.

<table>
<thead>
<tr>
<th>Cost</th>
<th>Option 1</th>
<th>Option 2</th>
<th>Option 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>C_{TL}</td>
<td>$5,000,000</td>
<td>$8,000,000</td>
<td>$3,000,000</td>
</tr>
<tr>
<td>C_{SPS}</td>
<td>$250,000</td>
<td>$280,000</td>
<td>$186,000</td>
</tr>
<tr>
<td>(PC_{SPS} - PC_{TU})</td>
<td>$1,700,000</td>
<td>$1,200,000</td>
<td>$900,000</td>
</tr>
<tr>
<td>C_{FC}</td>
<td>$100,000</td>
<td>$100,000</td>
<td>$110,000</td>
</tr>
<tr>
<td>C_{SI}</td>
<td>$120,000</td>
<td>$180,000</td>
<td>$90,000</td>
</tr>
</tbody>
</table>

Table 7: Cost analysis

<table>
<thead>
<tr>
<th>Options</th>
<th>Benefit-cost index</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.375</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>0.161</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>0.332</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 8: Ranking options

3.2 Nuclear industry

Safety is one of the most important issues in the nuclear power industry. The consequence of safety-related failures in this discipline is always considered vital to both people and the environment. Therefore, it is understandable that there are so many safety-related instrumentation and control (I&C) systems in a nuclear power plant. In addition, many organizations worldwide have developed various standards which give guidance to nuclear I&C systems. These standards play an important role in guiding, shaping, or even regulating the development of safety-related I&C systems in the nuclear power industry.
3.2.1 IEC standards

The International Electro technical Commission (IEC) has been developing its work on functional safety since 1985. As a result, the seven parts of a general industry systems standard IEC 61508 titled “Functional safety of electrical/electronic/programmable electronic safety-related systems” were published during the period of 1998-2000 [54, 55, 56, 57, 58, 59, 60]. In 2005 the part of IEC/TR 61508-0 was published [61]. After that, the revision to this standard has been under progress and the new standard edition is expected to be published soon.

IEC 61508 adopts the overall safety lifecycle as the technical framework for the strategy of achieving functional safety, from initial concept, through hazard analysis and risk assessment, development of the safety requirements, specification, design and implementation, operation and maintenance, and modification, to final decommissioning and/or disposal. The functional safety requirements specification consists of two elements:

- Safety function requirements, and
- Safety integrity requirements.

The safety function requirements are derived from the hazard analysis. It is the safety function that determines what has to be done to achieve or maintain a safe state for the equipment under control [62]. The safety integrity requirements are derived from the risk assessment. It is the safety integrity that determines what degree of certainty is necessary that the safety function will be carried out. In other words, the safety integrity is the referred index of the safety performance.

IEC 61508 specifies four levels of safety performance for a safety function. These are called safety integrity levels (SIL). Safety integrity level 1 (SIL1) is the lowest level of safety integrity and safety integrity level 4 (SIL4) is the highest level. The higher the level of safety integrity, the lower is the intended likelihood of a dangerous failure. It should be noted that when determining the SIL, the mode of operation is an important factor that influences the measures chosen. IEC 61508 classifies the mode of operation into two categories:

1. Low demand mode, where the frequency of demands for operation made on a safety-related system is no greater than one per year and no greater than twice the proof-test frequency.

2. High demand or continuous mode, where the frequency of demands for operation made on a safety-related system is greater than one per year or greater than twice the proof-check frequency.

The target failure measures corresponding to the SIL are specified differently for a safety function operating in different demand modes.

IEC 61508 is both a stand-alone standard and can also be used as the basis for sector and product standards. As for nuclear power industry, IEC 61513 is the sector-application standard published in 2001 with the title “Nuclear power plants- Instrumentation and control for systems important to safety - General requirements for systems” [63]. This standard has adopted a presentation format similar to basic safety
publication IEC 61508 with an overall safety life-cycle and a system life-cycle. The standard also provides an interpretation of the general requirements of IEC 61508, parts 1, 2 and 4, for the nuclear application sector. Compliance with this standard will facilitate consistency with the requirements of IEC 61508 as they have been interpreted for the nuclear industry.

The important parts of IEC 61513 are its normative clauses 5 to 8:

1) Clause 5 addresses the total architecture of the I&C systems important to safety:
   a) Defining requirements for the I&C functions, and associated systems and equipment (I&C FSE) derived from the safety analysis of the NPP, the categorization of I&C functions, and the plant lay-out and operation context.
   b) Structuring the totality of the I&C architecture, dividing it into a number of systems and assigning the I&C functions to systems. Design criteria are identified, including those to give defense in depth and to minimize potential for common cause failure (CCF).
   c) Planning the total architecture of I&C systems.

2) Clause 6 addresses the requirements for the individual I&C systems important to safety, particularly the requirements for computer-based systems.

3) Clauses 7 and 8 address the overall integration, commissioning, operation and maintenance of the I&C systems.

IEC 61513 also includes as its informative part some important annexes:

1) Annex A highlights the relations between IAEA and basic safety concepts that are used throughout this standard;

2) Annex B provides information on the categorization/classification principles;

3) Annex C gives examples of I&C sensitivity to CCF;

4) Annex D provides guidance to support comparison of this standard with parts 1, 2 and 4 of IEC 61508. This annex surveys the main requirements of IEC 61508 to verify that the issues relevant to safety are adequately addressed, considers the use of common terms and explains the reason for adopting different or complementary techniques or terms.

In fact, IEC 61513 is the first level standard prepared by subcommittee 45A (SC45A): Instrumentation and control of nuclear facilities, of IEC technical committee 45 (IEC/TC45): Nuclear instrumentation. SC45A core domain is instrumentation and control (I&C) systems important to safety in nuclear energy generation facilities. SC45A standards cover the entire lifecycle of these I&C systems, from conception, through design, manufacture, test, installation, commissioning, operation, maintenance, aging management, modernization and decommissioning. Some other level SC45A standards that are relevant to IEC 61513 are:
- IEC 61226: Nuclear power plants – Instrumentation and control important to safety – Classification of instrumentation and control functions [64]

This standard classifies nuclear power plants instrumentation and control systems according to their importance for safety. The Standard establishes a method of classification of the information and command functions for nuclear power plants, and the I&C systems and equipment that provide those functions, into categories that designate the importance for safety of the function. The resulting classification then determines relevant design criteria. The design criteria are the measures of quality by which the adequacy of each function in relation to its importance to plant safety is ensured.

- IEC 60709: Nuclear power plants – Instrumentation and control systems important to safety – Separation [65]

For independence is required by IEC 61513, this standard defines the assessments needed and the technical requirements to be met for instrumentation and control (I&C) systems important to safety and their cables, in order to achieve adequate physical separation between redundant sections of a system and between a system and another system. This separation is needed to prevent or minimize the impact on safety that could result from faults and failures which could be propagated or affect several sections of a system or several systems.

- IEC 60987: Nuclear power plants – Instrumentation and control important to safety – Hardware design requirements for computer-based systems [66]

This standard is directly referenced by IEC 61513 which addresses the generic issue of hardware design of computerized systems. It is a second-level SC45A standard applicable to computer-system hardware for systems of Class 1 and 2 (as defined by IEC 61513) in nuclear power plants. This standard covers digital systems hardware, including multiprocessor distributed systems and single processor systems. It also covers the assessment and use of pre-developed items, for example, commercial off-the-shelf items (COTS), and the development of new hardware.

- IEC 60880: Nuclear power plants – Instrumentation and control systems important to safety – Software aspects for computer-based systems performing category A functions [67]

This standard is directly referenced by IEC 61513 which deals with the system aspects of high integrity computer-based I&C used in safety systems of nuclear power plants together. It is a second level SC45A document tackling the issue of software aspects for I&C systems performing category A functions, as defined by IEC 61226. This standard provides requirements for the purpose of achieving highly reliable software and addresses each stage of software generation and documentation, including requirements specification, design, implementation, verification, validation and operation. It also gives recommendations on several key issues of using software in nuclear safety.
systems, e.g. dealing with software aspects of defence against common cause failures, use of software tools and pre-developed software.

- IEC 62138: Nuclear power plants – Instrumentation and control important for safety – Software aspects for computer-based systems performing category B or C functions [68]

This standard provides requirements and recommendations for the software aspects of computer-based I&C systems of safety classes 2 and 3, as defined by IEC 61513. These I&C systems may be used for category B or C FSEs (Functions, and associated Systems and Equipment), as defined by IEC 61226. Its scope can be compared to the scope of revised IEC 60880, the difference being that IEC 60880 addresses the software aspects of I&C systems of safety class 1.

IEC 60880 and IEC 62138 together cover the domain of the software aspects of computer-based systems used in Nuclear Power Plants to perform functions important to safety, which correspond to IEC 61508, part 3 for the nuclear application sector. Hence, they are consistent with, and complementary to, IEC 61513.

- IEC 62340: Nuclear power plants – Instrumentation and control systems important to safety – Requirements for coping with common cause failure (CCF) [69]

This standard provides requirements and recommendations for the total architecture of instrumentation and control (I&C) systems. It provides principles and requirements to overcome common cause failure (CCF) by means which ensure independence. The implementation of these requirements leads to various types of defense against initiating CCF events.

- IEC 62342: Nuclear power plants – Instrumentation and control systems important to safety – Management of ageing [70]

This standard provides strategies, technical requirements, and recommendations for the management of ageing of nuclear power plant instrumentation and control systems and associated equipment. It also includes annexes on test methods, procedures, and technologies that may be used to verify proper operation of such equipment and aim to prevent ageing degradation from having any adverse impact on the plant safety, efficiency, or reliability. This standard applies to all types of nuclear power plants and relates primarily to safety.

- IEC 60671: Nuclear power plants – Instrumentation and control systems important to safety – Surveillance testing [71]

This standard lays down principles for testing I&C systems performing functions important to safety, during normal power operation and shutdown, so as to check the functional availability especially with regard to the detection of faults that could prevent the proper operation of the important to safety functions. It covers the possibility of testing at short intervals or continuous
surveillance, as well as periodic testing at longer intervals. It also establishes basic rules for the design and application of the test equipment and its interface with the systems important to safety. Further, the effect of any test equipment failure on the reliability of I&C systems is considered.

3.2.2 IAEA standards

The International Atomic Energy Agency (IAEA) was set up as the world’s “Atoms for Peace” organization in 1957 within the United Nations (UN) family. IAEA works with its member states and multiple partners worldwide to promote safe, secure and peaceful nuclear technologies. The IAEA’s Statute authorizes IAEA to establish safety standards to protect health and minimize danger to life and property. Many of IAEA’s member states have decided to adopt the IAEA’s safety standards for use in their national regulations.

In fact, the IEC/Technical Committee 45 (IEC/TC45) standards are closely related to the IAEA’s safety standards series. In order to avoid the potential for duplication and even contradiction between IAEA documents and IEC technical standards, a formal agreement of co-operation was reached in 1981 between IAEA and IEC/TC45. The agreement states that IAEA is responsible for the development of safety principles for instrumentation, control and electrical systems in nuclear power plants, while IEC/TC45 is responsible for the design requirements that realize these safety principles [72]. Therefore, the IEC/TC45 standards have been developed to be consistent with the principles and basic safety aspects of the IAEA standards series, while the IAEA documents apply to all IEC/TC45 instrumentation and control standards.

IAEA safety standards series covers nuclear safety, radiation safety, transport safety and waste safety, and also general safety. The three categories within it are Safety Fundamentals, Safety Requirements and Safety Guides. In particular, there are four IAEA documents that are concerned with safety-related instrumentation and control systems:

- IAEA NS-R-1: Safety of Nuclear Power Plants: Design – Safety Requirements [73]

  This Safety Requirements can be regarded as the overall guidance for nuclear power industry. It establishes design requirements for safety functions and associated structures, systems and components important to the safe operation of nuclear power plants. It also establishes requirements for a comprehensive safety assessment to identify the potential hazards that may arise in the operation of plants. In relation to the design process, preventive and mitigatory features for severe accidents, the management of safety, design management, plant ageing and wearing out effects, computer based safety systems, external and internal hazards, human factors, feedback of operating experience, and safety assessment and verification are considered.

This Safety Guide provides guidance on the collection of evidence and preparation of documentation to be used in the demonstration of safety and reliability of the software for computer based systems important to safety in nuclear power plants for all phases of the system life cycle. It recommends how to meet the requirements established in IAEA NS-R-1.


  This Safety Guide recommends how the requirements established in IAEA NS-R-1 should be met for instrumentation and control (I&C) systems important to safety. It provides guidance on the design of I&C systems important to safety in nuclear power plants, including all I&C components, from the sensors allocated to the mechanical systems to the actuated equipment, operator interfaces and auxiliary equipment.

  The main content of this Safety Guide is its sections 2 to 7:

  1) Section 2 discusses the identification of I&C functions and systems within the scope of this Safety Guide, and their further classification into safety and safety related functions and systems.
  2) Section 3 describes the determination of the design basis for I&C systems important to safety.
  3) Section 4 provides design guidance for I&C systems important to safety. It includes guidance that applies to all I&C systems important to safety as well as guidance that applies only to safety systems. Applicability of the guidance to these two classes is identified and summarized.
  4) Section 5 provides additional guidance that is specific to certain I&C systems, namely protection systems, power supplies and digital computer systems. The guidance for these systems comprises the general guidance provided in Section 4 and the specific guidance provided in Section 5.
  5) Section 6 expands on the guidance given in Section 4 in the area of human–machine interfaces.
  6) Section 7 expands on the guidance given in Section 4 in the area of design processes to ensure quality.


  This Safety Guide provides general recommendations and guidance for all types of Emergency Power Systems (EPS) — electrical and non-electrical — and specific guidance on the safety requirements for design and the features of the electrical and non-electrical parts of the emergency power supplies. The recommendations and guidance are focused on the power supplies necessary to power loads important to safety.
IEEE standards

The Institute of Electrical and Electronics Engineers (IEEE) has also been developing nuclear power plant standards through Nuclear Power Engineering Committee (NPEC), one of the Technical Committees of the IEEE Power & Energy Society (PES). NPEC’s established policy is to improve, clarify, update and provide application guidance on the standards already produced and when appropriate, to produce new standards.

Although the collections of IEEE and IEC standards have some overlap, but in many cases cover significantly different topics. For example, IEEE standards go to great depth on environmental qualification of many specific types of components, while IEC covers the topic only at the general level. Conversely, certain IEC standards deal with specific instrumentation and control (I&C) functions, a topic area where IEEE standards are largely mute [77]. In fact, IEEE standards look upon the safety-related systems in general, rather than focus on the safety-related I&C systems, which are one but perhaps the most significant part of the former. The following IEEE standards are considered important to affect nuclear safety-related I&C systems:


This standard can be regarded as the general principles for nuclear safety systems. It establishes minimum functional and design criteria for the power, instrumentation, and control portions of nuclear power generating station safety systems. The intent of these criteria is to provide a means for promoting appropriate practices for design and evaluation of safety system performance and reliability. However, adhering to these criteria will not necessarily fully establish the adequacy of any safety system’s functional performance and reliability; nonetheless, omission of any of these criteria will, in most instances, be an indication of safety system inadequacy.

The important parts of this standard are its clauses 5 to 8:

1) Clause 5 provides a large set of safety system criteria, including single-failure criterion, completion of protective action, quality, equipment qualification, system integrity, independence, capability for testing and calibration, information displays, control of access, repair, identification, auxiliary features, multi-unit stations, human factors considerations, reliability, and common-cause failure criteria.

2) Clause 6 provides the functional and design requirements on sense and command features, including automatic control, manual control, interaction between the sense and command features and other systems, derivation of system inputs, capability for testing and calibration, operating bypasses, maintenance bypass, and setpoints.

3) Clause 7 provides the functional and design requirements on execute features, including automatic control, manual control, completion of protective action, operating bypasses, and maintenance bypass.
4) Clause 8 provides the requirements on power source, including electrical power sources, non-electrical power sources, and maintenance bypass.


  This standard addresses the use of computers as part of safety systems in nuclear power generating stations. It specifies additional computer-specific requirements (incorporating hardware, software, firmware, and interfaces) to supplement the criteria and requirements of IEEE Std 603. This standard should be used in conjunction with IEEE Std 603 to assure the completeness of the safety system design when a computer is to be used as a component of a safety system. This standard recognizes that development processes for computer systems continue to evolve. As such, the information presented should not be viewed as the only possible solution. However, this standard does not provide requirements associated with the operation and maintenance of the computer following installation (i.e., surveillance testing frequency).


  The standard provides criteria for the performance of periodic testing of nuclear power generating station safety systems. The scope of periodic testing consists of functional tests and checks, calibration verification, and time response measurements, as required, to verify that the safety system performs its defined safety function.


  This guide provides considerations for the pre-installation, installation, inspection, and testing of Class 1E power, instrumentation, and control equipment and systems of a nuclear facility. It is applicable to initial construction, modification (backfit), and maintenance activities. However, this guide does not apply to periodic testing.


  This Guide is also an American national standard endorsed by the American National Standards Institute (ANSI). It provides the designers and operators of nuclear power plant safety systems and the concerned regulatory groups with the essential methods and procedures of reliability engineering that are applicable to such systems. By applying the principles given, systems may be analyzed, results may be compared with reliability objectives, and the basis for decisions may be suitably documented.

  The quantitative principles are applicable to the analysis of the effects of component failures on safety system reliability. The principles are applicable during any phase of the system’s lifetime. They have their greatest value during
the design phase. During this phase, reliability engineering can make the greatest contribution toward enhancing safety. These principles may also be applied during the preoperational phase or at any time during the normal lifetime of a system. When the principles are applied during either of these two phases, they will aid in the evaluation of systems, in the preparation or revision of operating or maintenance procedures, and in improving test programs. Although not inherently limited, these principles are intended for application to systems covered in the scope of IEEE Std 603.


  This standard sets forth minimum acceptable requisites for the performance of reliability analyses for safety-related systems of nuclear facilities when used to address the reliability requirements identified in regulations and other standards. The requirement that a reliability analysis be performed does not originate with this standard. However, when reliability analysis is used to demonstrate compliance with reliability requirements, this standard describes an acceptable response to the requirements.

3.2.4 Challenges to the U.S. nuclear standards

Some other organizations in the United States are also involved in developing standards that significantly affect nuclear applications. These organizations include but not limited to the American National Standards Institute (ANSI), the American Nuclear Society (ANS), the American Society of Mechanical Engineers (ASME), the American Society of Testing and Materials (ASTM), and the Instrumentation, Systems, and Automation Society (ISA), etc. However, the existing standards are more focused on specific types of nuclear components and corresponding safety-related functions, rather than give guidance on the nuclear safety-related I&C systems.

The U.S. Department of Energy (DOE) has undertaken significant investment in nuclear power as a source of non-greenhouse gas emitting energy. DOE’s Office of Nuclear Energy sponsored an initiative to identify codes and standards that will be employed in the next generation of nuclear power plants to determine if any gaps exist that could hinder their construction. According to the discussions among the U.S. Nuclear Regulatory Commission (NRC), standards development organizations, and industry, technological advances might provide unique challenges to construction practices and construction quality. New standards may need to be developed to reflect advances in technology, such as standards for digital instrumentation and controls, cyber security, computers used in safety systems, and Probabilistic Risk Assessments (PRA) used for setting surveillance intervals, etc [84].

3.2.5 Hints from nuclear industry

The nuclear safety-related I&C systems are so important that they are indispensable to the safety of nuclear elements and nuclear plants. Although they are different from the SPS in electric power industry, their safety functions to maintain the aimed object in a safe state under predetermined conditions are similar to those of SPS.
Therefore, the contents of the nuclear standards mentioned previously can be useful to the development of SPS. At least, we can have some beneficial hints from the nuclear industry as follows.

- In the design phase, reliability engineering can make the greatest contribution toward enhancing reliability and safety. It is during this phase that the quantitative reliability analysis, i.e. Probabilistic Risk Assessments (PRA) has its greatest value.

- The functional safety requirements specification consists of the safety function requirements and the safety integrity requirements. The former is derived from the hazard analysis. The latter is derived from the risk assessment, which can be evaluated by the safety integrity level (SIL).

- The initial design process has a comprehensive safety assessment to identify the potential hazards that may arise in the operation. In addition, preventive and mitigatory features for severe accidents should also be considered.

- The system should be designed to have the capability against the single failure of its components (N-1 criterion).

- Although redundancy is a widely accepted principle to enhance the system reliability, it is not enough. It is also important to guarantee adequate physical separation between redundant sections of a system and between a system and another system.

- Common cause failures (CCF) should be paid attention to during design of the total system architecture. Various means including independence against initiating CCF events should be considered.

- Digital computer systems have the trend to prevail in the application of instrumentation and control systems. Therefore, reliability of both hardware and software becomes significant to the system reliability.

- Testing at short intervals or continuous surveillance, as well as periodic testing at longer intervals are necessary to check the functional availability especially with regard to the detection of faults that could prevent the proper operation.

### 3.3 System operations for electric power

Many companies develop so-called operating rules for use in guiding operators in energy control centers during conditions for which contingencies may result in violation of reliability criteria. For example, many companies in the Western US use operating nomograms to do this, where secure operating regions are delineated from insecure operating regions in the space of parameters such as flows, generation levels, and load levels, so that proximity to a security boundary can be easily monitored, and when encountered, the nomogram axes identify the parameters the operator must control in order to move into a more secure operating condition. Next section describes another approach to derive operating rules, which finds its application in relation to SPS.
3.3.1 Operational security rules from decision trees

The French company RTE and others have developed a semi-automated way of obtaining operating rules. Here Monte Carlo simulation of various operating parameters is performed to form many base cases and a database of post-contingency response is extracted, which will be used to derive significant planning and operational information using data mining techniques as shown in Figure 20. Since, decision trees are capable to provide explicit rules to system operators, French transmission operator RTE has been using decision trees to define operational security rules [85, 86, 87, 88, 89, 90, 91, 92, 93, 94, 95, 96]. A similar approach has been applied to Entergy [97, 98].

![Figure 20: Monte Carlo simulation based power system planning](image)

Typically, the database generation approach using Monte Carlo simulation of operating parameters plays a critical role in obtaining operational security rules with good performance. Studies in the past have used a uniform or random sampling of various parameters such as load level, exchanges at the boarders, etc. from their probability distributions to form various base cases. But such an approach has two problems:

1. **Computational requirements:** Tedious and time consuming, as there could be a tremendously large number of combinations of variables and topologies.

2. **Error Rates (Classification Accuracy):** Some studies expend extra computation after validating the operational rules to increase the unstable (rare) situations in database to improve the accuracy. But, if the sampled unstable situations are unlikely (namely a low probability of occurrence in reality), then it could make the rules very conservative, i.e. either costly to respect or increase false alarms by misclassifying acceptable scenarios as unacceptable.

Researchers at Iowa State University have developed an efficient sampling method to generate likely influential operating conditions that captures high information content for better classification and also reduces computing requirements. The method developed is tested on the Brittany area of RTE’s system for a voltage stability...
assessment study [99], and decision rules are shown to have improved accuracy. A database has high information content if there are many operating conditions for which the post-contingency performance is close to the threshold or boundary region. So, the influential operating conditions are generated directly from the boundary region using Monte Carlo importance sampling by creating a probability re-orientation in the operational parameter (input) state space towards the boundary region, which also preserves the relative likelihood of the sampled conditions.

C. Singh et. al. [100] used a state space pruning method to identify the influential region in the discrete operational parameter space under a single load level. We use stratified sampling to quickly identify the boundary region in the operational parameter state space in stage I, and then apply importance sampling to bias the sampling towards the boundary region in stage II, as shown in Figure 21 depicting the developed efficient sampling approach.

![Figure 21: Efficient database generation approach](image)

### 3.3.2 SPS logic design using decision trees

The approach described in Figure 20 may also be utilized within the SPS logic design step [101, 102, 103], recognizing that the only difference between operating rules and SPS logic are:

1. The SPS logic is *automated*.
2. The SPS logic is *not only limited to critical operating condition detection* with respect to some stability criteria, but also to *automatic preventive/corrective action* to safeguard the system against impending instability or increase the loadability of the system.

A typical SPS logic design procedure is illustrated in Figure 22. A study was performed to demonstrate the SPS logic design using decision trees, with the following study assumptions:

1. SPS location and functionality (i.e., Load Reject, Generator trip, under-voltage load shed (UVLS) etc.) already available
2. Critical contingency for which SPS installed known
3. Study performed to find either or both:
a. Arming condition for SPS, i.e., IF <condition>... and
b. Actuating function of SPS. i.e., ... THEN <SPS Action>

As shown in Figure 22, a post-contingency response database is formed with the simulation having the SPS modeled within it, i.e., in the event of any basecase becoming post-contingency unstable, the SPS action is taken to save it. For instance, it may be a single generator trip function or UVLS etc. Then two sets of basecases are obtained:

a. Stable post-contingency cases with and w/o SPS action
b. Unstable post-contingency cases with SPS action

The cases that do not become stable even after SPS has been armed, in an effort to save it, are thrown as they do not give any valuable information for SPS logic derivation. The remaining cases are used to form the database for training the decision tree to form the arming logic for SPS.

If the decision to be taken is binary (DT1), i.e., whether to arm SPS or not, then the target (class) attribute contains information on status of SPS for every record in the database. Finally decision tree DT1 would induce operating rules in terms of other system attributes for deciding when to arm.

If the decision to be taken is quantitative (DT2), i.e., how much load to shed or how many generators to trip, then the target attribute could be the discretized version of the actual amount shed load (UVLS) or the numbers of unit trips.

Figure 22: SPS logic design
3.3.3 Illustration

This section presents a numerical example of the methodology explained in the previous section to design SPS logic using Monte Carlo simulation of operating conditions and decision tree based inductive learning.

The test system considered is the example case study provided as part of the ASSESS software from French transmission operator RTE-France [104]. The base case consists of 28 nodes and 37 lines forming a 90 kV network, serving 330 MW of total load consumption. It is divided into four zones, namely A, B, C and D. The node names follow a random numbering order from N1 S41 to N27 S41 except for a node, called INTERS41, where there is the HVDC connection. There are 16 hydraulic generators, 11 thermal generators and 5 wind production areas located in 2 zones considered to be windy, zones A and B. Each wind generator area can produce up to 12 MW at 20 kV and is modeled by an asynchronous generator combined with a negative load for static computations. Other generators (hydraulic and thermal) are modeled by synchronous machines.

The study is performed to develop arming logic for a UVLS SPS, which is a response based SPS. The decision to be taken is whether to shed a load or not? The main aim of the study is to analyze the effects of five wind turbines in the test system under various load levels, line and generator unavailabilities. Hence, following are the operating parameters whose effects are captured by probabilistic models in ASSESS:

1. Wind speed in A and B zones
2. Load level
3. Unavailability of some lines and/or generators

For each basecase, an AC optimal power flow is performed using the software TROPIC (integrated with ASSESS), minimizing the production cost under voltage, current, flow constraints in N. The cases that encounter problems with convergence are subjected to load shedding to achieve convergence. The database contains 500 stable basecases, among which 67 involved SPS arming, i.e., load shedding. So a decision tree was induced from the database to derive operational rules for arming the SPS, as shown in Figure 23.

![Figure 23: Decision tree: shed load or not?](image_url)
Hence the design logic for SPS arming can be:

```
"DIESEL_GlobalRes0" < 0.005    "OK"
"THERMAL_GlobalRes0" < 5.765    "SHEDDING"
"THERMAL_GlobalRes0" >= 5.765   "OK"
"DIESEL_GlobalRes0" >= 0.005   "OK"
```

As mentioned in section 3.3.1, when the operating conditions are sampled near the boundary region of the operating parameter state space (multivariate state space formed by load levels and wind speeds under various combinations of discrete parameters, i.e., line and generator unavailabilities), the resulting operating rules will have better classification accuracy and result in reliable SPS operations.
4 Risk assessment, process view

This chapter will focus on risk assessment from the process point of view. Section 4.1 will describe process-related failure modes, and section 4.2 will summarize methods of process-view risk assessment. Section 4.3 presents formulation of risk expression for a Generation Rejection Scheme (GRS), which was already presented in the publication [105]. Section 4.4 presents an illustration of reliability evaluation of GRS. Section 4.5 presents various advancements in SPS architectures and their reliability models.

4.1 Process view failure modes

We define an “SPS event” to be any one of the following:

- desirable SPS operation,
- undesirable SPS operation, or
- SPS failure to operate when needed.

An SPS operation may be desirable or undesirable, depending on the consequence of the operation relative to the consequence had the SPS not operated. If the consequence of the operation is less severe than the consequence had the SPS not operated, the operation is desirable. This is case, for example, when the action of a generation rejection scheme trips one out of three units following a disturbance when otherwise, all three units would have lost synchronism.

If the consequence of the operation is more severe than the consequence had the SPS not operated, the operation is undesirable. Undesirable operation may either be unintended, due to a hardware, software, or human error, or it can be intended (according to the design), but still undesirable due to a fault in the design logic. A nuisance operation, when an SPS takes unnecessary action when there is no disturbance in the system, is an example of an undesirable, unintended operation. An example of an undesirable, intended operation is when a generator rejection scheme operates and trips a unit following a disturbance for which it was designed to operate, but had the SPS not operated, the plant would have been stable. This situation can occur if the disturbance is single phase to ground fault and the design criteria is based only on three phase faults.

An SPS failure to operate occurs when the SPS fails to respond as designed to conditions for which the SPS is supposed to operate. An SPS may fail to operate as expected for several reasons, among which are:

- hardware failure,
- faulty design logic,
- software failure, or
- human error.

Hardware failure occurs when some physical stress exceeds the capability of one or more installed components. Faulty design logic may occur as a result of inappropriate or incomplete study procedure during the design. Software failure results from errors in vendor written and user
written embedded, application, and utility software. The vendor software typically includes the operating system, I/O routines, diagnostics, application oriented functions and programming languages. User written software failure results from errors in the application program, diagnostics, and user interface routines. Human errors can be classified according to whether they are associated with construction, operation, or maintenance.

Other failure modes that may lead to an undesirable operation or a failure to operate include failure to arm (any failure of a SPS to arm itself for system conditions that are intended to result in the SPS being armed), unnecessary arming (any arming of a SPS that occurs without the occurrence of the intended arming system condition(s)), and failure to reset (any failure of a SPS to reset following a return of normal system conditions if that is the design intent).

When correctly operating, SPS significantly improve system response following a contingency. However, the failure of SPS to accurately detect the defined conditions, or the failure to carry out the required pre-planned remedial action, can lead to serious and costly consequences. The survey by IEEE-CIGRE [5] suggests that the cost of SPS failure can be very high as most of the respondents selected the highest cost category when asked to estimate the cost of an operational failure of SPS.

Review of the U.S. NERC System Disturbance Reports from 1986-1995 [10,106] indicates that of the 30 cases that involved the operation of SPS, 21 were reported as successful operation of SPS, while 9 involved operational failures. The reasons for these failure cases include flaw in logic design, software failure, hardware failure, incorrect setting, and inadvertent failure to arm. The following are brief descriptions of these failure cases:

**WSCC - Northeast/Southeast Separation Scheme - April 4, 1988:**
- **Scheme:** System separation.
- **Reason:** Flaw in design (the scheme was susceptible to misoperation due to short bursts of communications circuit noise).
- **Consequence:** 1902 MW of generation was lost and 253 MW of load was interrupted.
- **Lessons learned:** Faulty design logic.

**NPCC - Hydro-Québec - April 18-19, 1988:**
- **Scheme:** Load rejection.
- **Reason:** Hardware failure.
- **Consequence:** Systemwide blackout.
- **Lessons learned:** Hardware failure.

**NPCC - Hydro-Québec - November 15, 1988:**
- **Scheme:** Load rejection.
- **Reason:** Hardware failure.
- **Consequence:** 3950 MW of load was interrupted.
- **Lessons learned:** Hardware failure.

**WSCC-British Columbia Hydro/TransAlta Separation - January 7, 1990:**
Scheme: Controlled opening of lines.
Reason: Not armed (inadvertently).
Consequence: It caused 230 kV Cranbrook-Nelway circuit to trip on the subsequent swing and resulted in separation (islanding) of the eastern part of the BCHA/TAUC system from the Interconnection.
Lessons learned: Human error.

WSCC-Garrison - Taft 500 kV No.1 and 2 outages - January 8, 1990:
Scheme: Var Compensation (trip two 500 kV bus reactors).
Reason: Flaw in the logic design.
Consequence: It caused the unnecessary dropping of generation at Hauser, Morony, and Ryan (119 MW) as well as the loss of customer load (25 MW) in Helena.
Lessons learned: Faulty design logic.

WSCC-SE Idaho/SW Wyoming Outage - September 12, 1991:
Scheme: Generator rejection.
Reason: Hardware failure (telemetry that automatically arms this scheme was out of calibration).
Consequence: It caused the loss of a second 345 kV line which led to further loss of transmission by overload and out of step conditions.
Lessons learned: Hardware failure.

WSCC-Pacific AC Intertie Separation - November 17, 1991:
Scheme: System separation.
Reason: Software failure in PG&E SPS programmable logic controller caused the delay in initiating remedial actions (also maybe hardware failure).
Consequence: Fail to separate WSCC system into two islands, but did not produce any severe problems (it was expected that there would be load lost and out-of-step conditions).
Lessons learned: Software failure and/or hardware failure.

WSCC-Minnesota - Wisconsin Interface 69 kV conductor burn down - October 13, 1992:
Scheme: Controlled opening of lines.
Reason: Incorrect setting.
Consequence: Two 69 kV lines in the Northern States Power and Dairyland Power Cooperative service burned open causing the lines to fall to ground and trip out.
Lessons learned: Human error.

MAPP & MAIN - Eastern MAPP-Western MAIN Interface Separation -November 6, 1997:
Scheme: Controlled opening of lines.
Reason: Flaw in design (opened the circuit at an ampere level below its setting, possibly due to an unbalanced load.).
Consequence: Resulted in low voltages in the south-western Wisconsin, eastern Iowa and western Illinois (Cordova), heavy loading of parallel, lower voltage transmission systems, and a large phase angle across the open tie at Arpin.

Lessons learned: Faulty design logic.

4.2 Process view risk assessment

There are several existing methods that can be used in SPS reliability evaluation. We summarize four of these methods [107, 108] in what follows. Although these methods are most commonly applied in assessing hardware reliability, we emphasize that their use in SPS reliability assessment must also include assessment of human error [109] and logic integrity [48], as these aspects of SPS reliability are often the weak links in the design.

4.2.1 Failure mode and effect analysis

A Failure Mode and Effect Analysis (FMEA) is a systematic technique that is designed to identify failure modes. It is a “bottom-up” method that starts with a detailed list of all components with the system. An entire system can be analyzed one component at a time. Alternatively, the system can be hierarchically divided into subsystems and modules as required. The basic steps in the process are

1) break the system down into subsystems
2) list all components
3) for each component, list all failure modes
4) for each failure mode
   a. list its effect on the next higher subsystem or system, and its failure rate
   b. list the severity of the effect
5) when the next higher subsystem is the highest system, stop; otherwise, consider the next higher subsystem as a component, and return to 3)

The output of this process is a list including component name, failure mode, failure rate and failure effect.

The FMEA technique is generally poor at identifying combinations of failures that cause critical problems. Since each component is reviewed individually, failures due to combination of components are not addressed. Common cause failures are rarely identified since they require more than one component failure. FMEA can be used an initial step to identify failure modes for Markov modeling.
4.2.2 Fault tree analysis

Fault tree analysis is a “top-down” approach to the identification of failure modes. It is very complementary to the FMEA in that it requires a deductive approach to finding failure modes. The method is good at finding combinations of failures that may cause problems. The fault tree is developed using fault tree symbols. Fault tree analysis begins with the determination of the top event. The fault tree is constructed by determining the failures that lead to the primary event failures. After the fault tree structure is fully developed, failure rate data, which can be obtained from field experience or from industry published data, is employed to quantify the fault tree.

The basic steps to build the fault tree are

1) identify a system or level L=0 fault (the top event)

2) identify all combinations of “Level L+1” events that lead to level L failure. The sequences of events are connected by AND, OR, or other logic gates.

3) if level L+1 constitutes a set of basic or “trigger” events, then stop; otherwise, L=L+1 and go to step (2)

4.2.3 Network modeling

Many systems used in industry can be modeled through the use of simple networks. Network modeling (or reliability block diagrams) is used to perform a system integrity analysis through representing the system as a number of functional boxes interconnected to show the effect of each box on the overall system. The resulting networks show components in series, in parallel, or in combination configurations. The key step in the process of reliability modeling is to convert from a physical system into a network model. A good qualitative understanding of system operation during both normal conditions and during failure conditions must exist. A reliability network model is drawn with boxes that represent the modules or the components that comprise the system. Lines are drawn between the boxes to indicate operational dependency. The network model may connect very differently from the physical model. A reliability network may be viewed as showing the “success paths”. If the viewer can find a path from left to right through the reliability network, those components are sufficient to allow the system to operate. Given a network, the rules of probability are used to evaluate success and failure probabilities.

4.2.4 Markov modeling

Markov modeling involves definition of all mutually exclusive success/failure states in a system. These are represented by labeled circles. The system can transition from one state to another whenever a failure or a repair occurs. Transitions between states are shown with arrows and are labeled with appropriate failure or repair probability (often approximated using failure/repair rates). With time modeled in discrete increments (for example, once per hour), calculations can be made showing the probability of being in each state for each time interval. Since some states represent system success, the probabilities of these states are added to obtain either system reliability or system availability as a function of time.

Markov modeling is applicable for systems for which at any given time the subsequent system state only depends on the state at the given time and is not affected by the state at any preceding time. We can assume that an SPS has this characteristic.
Markov modeling is well suited for use in SPS reliability modeling because its flexibility provides that it can account for the variety of features which are common in SPS. Specifically, Markov modeling can incorporate independent and common cause failures, partial and full repairs, maintenance, and diagnostic coverage. Most importantly, it provides that all of these features can be modeled as a function of time. This is in contrast to probability methods which provide steady state results and are accurate only for short repair times and low failure rates.

The necessary data for Markov modeling approach are the failure rate and repair rate for each component of the SPS. There are primarily three sources for them: 1) actual data (field data or test data); 2) published literature (databases, papers, handbooks, technical reports); and 3) experts’ opinions.

4.3 Formulation of SPS risk expression

There are many types of SPS in use today. Since the most commonly used SPS type in industry is generator rejection scheme (GRS), we will narrow our focus to the GRS case and develop a reliability evaluation approach for GRS that can also be adapted for other forms of SPS. The typical power plant in which a GRS is installed features high generation capacity and multiple generation units, and the plant depends on two or more transmission lines as its outlets. Without GRS, outage of any one of these lines may cause an out of step condition at the plant. This means that all generators at the plant will accelerate and trip on over-speed. We define any circuit that initiates GRS action during a forced outage condition as a critical circuit. A properly designed GRS, activated by outage of any critical circuit, will trip a limited amount of generation at the plant in order to avoid out of step conditions for the remaining units.

4.3.1 Risk expression with GRS

\( F_i \): event that there is a fault on circuit \( i \).

\( A \): fault type random variable. We define one phase to ground, two phase to ground, three phase to ground and phase to phase fault, represented by 1, 2, 3, 4, respectively, as all possible values of \( A \).

\( N_c \): number of critical circuits.

\( E_i \): initiating event. The first \( N_c \) initiating events correspond to “N-1” outages, i.e.,

\[
E_i = \overline{F}_1 \cap \overline{F}_2 \cap \cdots \overline{F}_{i-1} \cap F_i \cap \overline{F}_{i+1} \cap \cdots \overline{F}_N, \quad i=1 \text{ to } N,
\]

and the \( N_c + 1 \) initiating event is no fault, i.e.,

\[
E_{N_c+1} = \overline{F}_1 \cap \overline{F}_2 \cap \cdots \cap \overline{F}_{N_c}
\]

Initiating event \( E_i, i > N_c + 1 \) corresponds to simultaneous outage of two or more circuits, but we have not considered multiple outages in this report.

\( K \): transient instability event.

\( X \): pre-contingency operating point; it is a vector of critical pre-contingency controllable parameters which significantly influence the post-contingency system performance. As we consider generation level as the only critical pre-contingency parameter.

\( T \): GPS tripping event.

\( Risk(\cdot) \): risk of an event.
$I_m(\cdot)$: impact of an event.

$Pr(\cdot)$: probability of an event

A GRS is designed to trip some pre-selected generating unit(s) at a plant in order to prevent blackout of the entire plant. This action instantaneously reduces the electrical power input to the transmission system following the occurrence of specified contingencies. Each operation of a GRS is classified into one of the following categories:

1) The GRS trips when a contingency occurs $(T \cap E_i), i = 1,2,\cdots,N_c$

2) The GRS does not trip when a contingency occurs $(\overline{T} \cap E_i), i = 1,2,\cdots,N_c$

3) The GRS trips when there is no contingency $(T \cap E_{N_{c+1}})$

4) The GRS does not trip and there is no contingency $(\overline{T} \cap E_{N_{c+1}})$

According to these categories, the risk for a system with a GRS comes from three sources:

1) If a GRS takes action promptly and correctly as designed, system stability will be maintained, but non-zero impact will occur via a controlled trip of a block of generation capacity.

2) If a GRS fails to take corrective measures when armed and initiated, the plant may or may not experience an out of step condition, depending on the pre-fault operating condition, and fault type and location.

3) If a GRS takes an unnecessary action when there is no outage for a critical line, then non-zero impact occurs via a controlled trip of a block of generation capacity. This is called a nuisance trip.

We assume most nuisance trips are caused by failure modes inherent to the design. Therefore, variation in operating condition does not significantly influence this risk, and we concentrate on effects on evaluating the risk associated with the first two sources.

The risk of an event $E_i, i = 1,2,\cdots$, which causes either GRS trip $T$ or instability $K$, is $Risk((K \cup T)/X)$. For simplicity, we drop the dependence on $X$, leaving the reader to be cognizant of it in what follows. Thus, the risk is

$$Risk(K \cup T) = Risk(K) + Risk(T)$$

$$= \sum_{i=1}^{N_c} Pr(K \cap \overline{T} \cap E_i) I_m(K \cap \overline{T} \cap E_i) + \sum_{i=1}^{N_c} Pr(T \cap E_i) I_m(T \cap E_i)$$  \hspace{1cm} (4.1)

We discuss both the impact and probability terms in the following two subsections.

1. **Impact**

The impact associated with GRS failure to trip, $\overline{T}$, possibly resulting in instability $K$, is denoted as $Im(K \cap \overline{T} \cap E_i)$. This term reflects the same impacts of the event "instability" which include energy replacement costs, repair costs, and startup costs.
The impact associated with GRS trip, \( T \), is denoted by \( \text{Im}(T \cap E_i) \). This impact, although it does not include an instability event, is nonetheless not zero because a unit does in fact trip. This impact also includes energy replacement costs, repair costs, and startup costs. However, whereas instability causes loss of an entire plant, a controlled trip typically includes only 1 unit. Therefore, the impact of a controlled trip is usually much less than the impact of instability.

2. **Probability**

The probability of the GRS failure to trip, \( T \), resulting in instability \( K \), is denoted as \( \text{Pr}(K \cap \overline{T} \cap E_i) \). Assuming that \( E_i \) may occur in any of 4 different ways, \( n=1,2,3,4 \), corresponding to the four basic fault types, we may expand the probability term according to

\[
\text{Pr}(K \cap \overline{T} \cap E_i) = \sum_{n=1}^{4} \text{Pr}(K \cap \overline{T} \cap E_i \cap (A = n))
\]

\[
= \sum_{n=1}^{4} \text{Pr}(\overline{T} \cap E_i \cap (A = n)) \text{Pr}(K \cap (\overline{T} \cap E_i \cap (A = n)))
\]

\[
= \sum_{n=1}^{4} \text{Pr}(\overline{T} \cap E_i) \text{Pr}((A = n)/(\overline{T} \cap E_i)) \text{Pr}(K \cap (\overline{T} \cap E_i \cap (A = n)))
\]

(4.2)

The terms \( \text{Pr}(T \cap E_i) \) in (4.1) and \( \text{Pr}(\overline{T} \cap E_i) \) in (4.2) are the probabilities of SPS success and failure, respectively, and are addressed in the next section.

4.3.2 **SPS reliability evaluation**

In this section, we develop an approach for computing \( \text{Pr}(T \cap E_i) \) and \( \text{Pr}(\overline{T} \cap E_i) \). This approach integrates three techniques, i.e., the Failure Modes Effects Analysis (FMEA) technique, the Markov modeling technique, and Markov model simplification techniques.

Let \( s = \{ s_0, s_k, \ldots, s_n \} \) represent a state space of the SPS, where \( s_k \) is a set of mutually exclusive and exhaustive states. We have

\[
\text{Pr}(E_i \cap T) = \text{Pr}((E_i \cap T) \cap (S_0 \cup S_{1k} \cup \cdots \cup S_n))
\]

\[
= \sum_{k=0}^{n} \text{Pr}(E_i \cap T \cap S_k)
\]

\[
= \sum_{k=0}^{n} \text{Pr}(T | (E_i \cap S_k)) \text{Pr}(E_i \cap S_k)
\]

(4.3)

Since event \( E_i \) is independent of \( s_k \), that is, the occurrence of a fault is independent of the SPS state, then

\[
\text{Pr}(E_i \cap S_k) = \text{Pr}(E_i) \text{Pr}(S_k)
\]

(4.4)

Hence,
\[
\Pr(E_i \cap T) = \sum_{k=0}^{n} \Pr(T \mid (E_i \cap S_k)) \Pr(E_i) \Pr(S_{ki}) \tag{4.5}
\]

and

\[
\Pr(E_i \cap \overline{T}) = \sum_{k=0}^{n} \Pr(\overline{T} \mid (E_i \cap S_k)) \Pr(E_i) \Pr(S_k) \tag{4.6}
\]

Here we concentrate on the procedure for getting \( \Pr(S_k) \).

Each SPS state can be in one and only one of the following four categories according to the response of each system state to system input events,

- **C1**—If the input is an active signal, then the SPS trips successfully; if the input is an inactive signal; then the SPS has a nuisance trip.
- **C2**—If the input is an active signal, then the SPS trips successfully; if the input is an inactive signal; then the SPS does not trip, as expected.
- **C3**—If the input is an active signal, then the SPS fails to trip; if the input is an inactive signal; then the SPS has a nuisance trip.
- **C4**—If the input is an active signal, then the SPS fails to trip; if the input is an inactive signal, then the SPS does not trip, as expected.

These four categories comprise another state space of the SPS where the original states \( S_k \) (\( k=0, 1 \ldots n \)) have been condensed to \( C_j \) (\( j=1, 2, 3, 4 \)). Based on this state space, we have

\[
\Pr(E_i \cap T) = \sum_{j=1}^{4} \Pr(T \mid (E_i \cap C_j)) \Pr(E_i) \Pr(C_j) \tag{4.7}
\]

and

\[
\Pr(E_i \cap \overline{T}) = \sum_{j=1}^{4} \Pr(\overline{T} \mid (E_i \cap C_j)) \Pr(E_i) \Pr(C_j) \tag{4.8}
\]

Each basic input event \( E_i \) belongs to a group either active (denoted as AC) or inactive (denoted as \( \overline{AC} \)). The active input is the input that triggers SPS to trip, and the inactive input is the input that does not activate tripping. Given basic input event \( E_i \) and \( C_j \), the system output event is completely determined. Therefore, the conditional probability term in (4.5) and (4.6) is 0 or 1 as expressed in (4.9).

\[
E_i \in AC \Rightarrow \begin{cases} 
\Pr(T \mid (E_i \cap C_j)) = 1 & j = 1,2 \\
0 & j = 3,4 \\
\Pr(\overline{T} \mid (E_i \cap C_j)) = 1 & j = 3,4 \\
0 & j = 1,2 
\end{cases} \tag{4.9}
\]
and

\[
E_i \subseteq AC \Rightarrow \begin{cases} 
\Pr(T \mid (E_i \cap C_j)) = \begin{cases} 
1 & j = 1,3 \\
0 & j = 2,4 
\end{cases} \\
\Pr(T \mid (E_i \cap C_j)) = \begin{cases} 
1 & j = 2,4 \\
0 & j = 1,3 
\end{cases}
\end{cases}
\tag{4.10}
\]

The remaining question is how to calculate the value of \(Pr(C_j) (j=1,2,3,4)\); once this is done, then each term on the right hand side of (4.5) and (4.6) can be calculated. Thus the values of \(Pr(T \cap E_i), Pr(T \cap E_i)\) can be obtained.

4.3.3 State probabilities

There are six essential steps in evaluating the probability of each state, \(Pr(C_j)\). We provide a simple description for each step in what follows.

**Step 1: Describe the system**

There are two sub-steps. The first is to develop a logic block diagram of the understudy SPS. The second is to identify the event to input mapping table, in which we list all possible system input events together with the binary signal input to the SPS. In addition, we classify inputs as “active” or “inactive.” An active event is one that should cause SPS activation; an inactive event is one that should not.

**Step 2: Identify the failure modes**

We define that a component fails when the component cannot perform its predefined functions. In this step, we use a procedure that is similar to a failure mode and effect analysis (FMEA). We assume that there are two failure modes for each logic gate: output stuck on 1 (mode 1) or output stuck on 0 (mode 2). We do not consider the possibility of having a failure mode such that the output is always the complement of that which it is supposed to be.

**Step 3: Define the system states**

System states are represented by the combinations of states of all system components. Given that we have defined the modes, e.g.,

- 0--normal mode
- 1--failure mode 1
- 2--failure mode 2

Then we can define the state space of the system as the set of components where each component may be in any of its modes. At this step, it may be possible to merge some states based on physical observation of the system.

**Step 4: Classify the states**

The Markov model should be simplified as much as possible to retain simplicity. So we classify states into categories, according to some criteria. For GRS, we can classify system states into C1, C2, C3, and C4 according to the response of each system state to system input events.
Step 5: Reduce the states

We introduce two concepts

- A transition state is a state that has non-zero entry transition probability from other state(s) and non zero exit transition probability to other state(s).
- An absorbing state is a state that has a 1.0 transition probability to itself.

The reduction steps are as follows

- Merge absorbing state belonging to the same category. Entry transition probabilities are added.
- For each absorbing state, eliminate all preceding states that are in the same class $C_i$ as the absorbing state have only one exit transition probability. Add the entry probabilities as the entry probabilities to the absorbing states.
- Merge all transition states in the same class $C_j$ that have identical transition probabilities to common states. Entry probabilities are added. Exit probabilities remain the same.

Step 6: Calculate state probabilities

We assume that the failure of the SPS components has approximately an exponential distribution. Therefore the pdf of component failure is $f(t) = \lambda e^{-\lambda t}$, where $\lambda$ is the failure rate per unit time interval. Then the probability that the component fails before time $t$ is

$$F(t) = \int_0^t \lambda e^{-\lambda t} dt = 1 - e^{-\lambda t} \quad (4.11)$$

When $\lambda t$ is small, $F(t)$ can be approximated by $\lambda t$, so

$$F(t) \approx \lambda t \quad (4.12)$$

With this model, we can write a $n+1$ by $n+1$ transition matrix $B$, where $B_{pq}$ ($p=0, 1, \ldots, n; q=0, 1, \ldots n$) indicates the probability that the system transfers from state $S_p$ to $S_q$, and $n$=the number of states.

Assume the probability list at initial time $t=t_0$ is

$$\text{Pr}^{(0)} = (\Pr(S_0'(t_0)), \Pr(S_k'(t_0)), \ldots, \Pr(S_n'(t_0))) \quad (4.13)$$

After $v$ time intervals, the probability list is

$$\text{Pr}^{(v)} = \text{Pr}^{(0)} \times B^v = (\Pr(S_0'(t_v)), \Pr(S_k'(t_v)), \ldots, \Pr(S_n'(t_v))) \times B^v \quad (4.14)$$

The elements in the probability list $\text{Pr}^{(v)} = (\Pr(S_0'(t_v)), \Pr(S_k'(t_v)), \ldots, \Pr(S_n'(t_v)))$ provide the probability that system is in state $S_k'$ after $v$ time intervals. Then we get
This concludes the description of the procedure used to obtain $Pr(C_j)$. Once obtained, these values are used in (4.5) and (4.6) to compute $Pr(E_i \cap T)$ and $Pr(E_i \cap \overline{T})$, respectively.

4.4 Risk assessment of generation rejection scheme

In this section, we will use Markov model to assess SPS reliability and operation risk. We take generator rejection scheme as example to illustrate the approach. Generator rejection scheme is one of the widely used special protection scheme by the industry. According to a survey by industries it the most widely used special protection scheme employed by utilities accounting for about 21.6% of all the special protection schemes used. Therefore proper reliability evaluation of the generation rejection scheme is very important in reliability evaluation of special protection schemes. The generator rejection scheme is designed to improve the transient stability performance of a power system. Figure 24 shows a portion of the IEEE Reliability Test System together with an illustration of the GRS logic. Line 12--13 and line 13--23 are critical lines. The way the generation rejection scheme works is that When the GRS detects a line outage on either of these two lines, it trips promptly only one generator to keep the other two generators in service. The way the GRS logic works is that when there is a fault on a critical line, the breakers on this line open; an «open» signal (high level signal) from any breaker energizes the output of the OR gate. The high level signal from the OR gate output, together with the high level arming signal, sets the AND gate output in high level, which is input to the 2 out of 3 voting scheme. When two or more of the voting scheme input signals are high, the voting scheme output signal is high; otherwise, it is low. The high level signal from the voting scheme will trip the selected generator [105].

![Diagram of GRS logic circuit](image-url)
4.4.1 Illustration

Markov modeling is one of the methods used to compute the reliability of safety instrumented systems (SIS). Markov models can be used to compute probability of failure on demand of an SIS and a detailed example is shown in [110]. In this section, this method has been applied for a generation rejection scheme.

Notation

\( \lambda_{DD} \) = Logic gate failure rate for detected failure

\( \lambda_{DU} \) = Logic gate failure rate for undetected failure

\( \mu \) = Repair rate for detected failure per year

\( \mu_T \) = Repair rate for undetected failure per year

1. Failure modes

1 - OR gate has failed
2- Two AND gates have failed

2. Component failure and repair rate

Table 9: Component failure and repair rate

<table>
<thead>
<tr>
<th>Notation</th>
<th>Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \lambda_{DD} )</td>
<td>0.02 (once in 50 years)</td>
</tr>
<tr>
<td>( \lambda_{DU} )</td>
<td>0.01 (once in 100 years)</td>
</tr>
<tr>
<td>( \mu )</td>
<td>1460(6 hours per year)</td>
</tr>
<tr>
<td>( \mu_T )</td>
<td>2(6 months time interval test)</td>
</tr>
</tbody>
</table>

3. Markov Model For Failure mode 1

For failure mode 1, there are 3 states as shown in Figure 25.

01: OR gate is working normally
11: OR gate has failed and failure is detected
21: OR gate has failed but the failure is not detected

where, state 21 is most severe
The steady-state equations are:

\[-\left(\lambda_{DD} + \lambda_{DU}\right)P_{01} + \mu P_{11} + \mu_T P_{21} = 0\]
\[-\mu P_{11} + \lambda_{DD} P_{01} = 0\]
\[-\mu_T P_{21} + \lambda_{DU} P_{01} = 0\]
\[P_{01} + P_{11} + P_{21} = 1\]

In (4.16), adding last equation to first equation we get,

\[(1 - \lambda_{DD} - \lambda_{DU})P_{01} + (\mu + 1)P_{11} + (\mu_T + 1)P_{21} = 1\]  \hspace{1cm} (4.17)

Then, the probability of each state can be calculated by:

\[
\begin{bmatrix}
P_{01} \\
P_{11} \\
P_{21}
\end{bmatrix} =
\begin{bmatrix}
0.97 & 1461 & 3 \\
0.02 & -1460 & 0 \\
0.01 & 0 & -2
\end{bmatrix}^{-1}
\begin{bmatrix}
1 \\
0 \\
0
\end{bmatrix} =
\begin{bmatrix}
0.9950 \\
1.3630 \times 10^{-5} \\
4.9750 \times 10^{-4}
\end{bmatrix}
\]  \hspace{1cm} (4.18)

As we can see, the probability of the most severe state 21, $P_{21}$ is low. To reduce the probability of the state 21, the redundancy of the OR gate can be employed.

4. Markov Model For Failure mode 2

In the Markov model shown in Figure 26, four states are identified:

02: All AND gates are working normally)
12: One AND gate has failed and failure is detected
22: One AND gate has failed but the failure is not detected
32: Sub-system is in the fail state and the condition is detected (2 AND gates has failed)
42: Sub-system is in the fail state and the condition is not detected (2 AND gates has failed)

where, the state 42 is most severe.
Figure 26: Markov model for failure mode 2

The corresponding steady-state equations are:

\[
\begin{align*}
-(3\lambda_{DD} + 3\lambda_{DU})P_{02} + \mu P_{12} + \mu T P_{22} + \mu P_{32} + \mu T P_{42} &= 0 \\
3\lambda_{DD} P_{02} - (2\lambda_{DD} + 2\lambda_{DU} + \mu) P_{12} &= 0 \\
3\lambda_{DU} P_{02} - (2\lambda_{DD} + 2\lambda_{DU} + \mu T) P_{22} &= 0 \\
2\lambda_{DD} P_{12} + 2\lambda_{DD} P_{22} - \mu P_{32} &= 0 \\
2\lambda_{DU} P_{12} + 2\lambda_{DU} P_{22} - \mu T P_{42} &= 0 \\
P_{02} + P_{12} + P_{22} + P_{32} + P_{42} &= 1
\end{align*}
\]

(4.19)

In the set of equations of (4.19), adding 4th equation to 1st equation, we get

\[
(1-(3\lambda_{DD} + 3\lambda_{DU})) P_{02} + (\mu + 1) P_{12} + (\mu T + 1) P_{22} + (\mu + 1) P_{32} + (\mu T + 1) P_{42} = 1
\]

(4.20)

Then, the probabilities of each state can be calculated by:

\[
\begin{bmatrix}
P_{02} \\
P_{12} \\
P_{22} \\
P_{32} \\
P_{42}
\end{bmatrix}
= \begin{bmatrix}
0.91 & 1461 & 3 & 1461 & 3
\end{bmatrix}^{-1}
\begin{bmatrix}
1 \\
0 \\
0 \\
0 \\
0
\end{bmatrix}
= \begin{bmatrix}
0.9856 \\
4.0503 \times 10^{-5} \\
1.4353 \times 10^{-2} \\
1.9773 \times 10^{-7} \\
1.9165 \times 10^{-4}
\end{bmatrix}
\]

(4.21)
As we can see, the probability of the most severe state 42, $P_{42}$ is low because the 2oo3 logic improves the reliability by redundancy design. This result verified that redundancy is an effective way to improve the reliability.

5. **Combination of the failure modes**

With the increase of number of components, the states increase exponentially that renders system reliability assessment by Markov modeling time consuming. To simplify the computation, the failure modes are combined. In the failure mode 1, we have 3 states and in the failure mode 2, we have 5 states. Altogether we have 15 states as outlined below, with their probabilities given in Table 10.

0102: All gates are working normally
0112: OR gates are working and 1 AND gate has failed and is detected (fail safe)
0122: OR gate is working and 1 AND gate has failed and is undetected (fail safe undetected)
0132: OR gates are working and 2 AND gates have failed and the condition is detected (system fail detected)
0142: OR gate is working and 2 AND gates have failed and the condition is undetected (system fail detected)
1102: OR gate has failed and failure is detected, and all AND gates are working (system fail detected)
1112: OR gate has failed and failure is detected, and 1 AND gate has failed and is detected (system fail detected)
1122: OR gates have failed and failure is detected, and 1 AND gate has failed and is undetected (system fail detected)
1132: OR gates have failed and failure is detected, and 2 AND gates have failed and is detected (system fail detected)
1142: OR gates have failed and failure is detected, and 2 AND gates have failed and is detected (system fail detected)
2102: OR gate has failed and failure is undetected, and all AND gates are working (system fail undetected)
2112: OR gate has failed and failure is undetected, and 1 AND gate has failed and is detected (system fail undetected)
2122: OR gate has failed and failure is undetected, and 1 AND gate has failed and is undetected (system fail undetected)
2132: OR gate has failed and failure is undetected, and 2 AND gates have failed and is detected (system fail undetected)
2142: OR gate has failed and failure is undetected, and 2 AND gates have failed and is detected (system fail undetected)
Table 10: Probability of each state

<table>
<thead>
<tr>
<th>State</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>0102</td>
<td>0.980547605350883</td>
</tr>
<tr>
<td>0112</td>
<td>0.000040294820980</td>
</tr>
<tr>
<td>0122</td>
<td>0.014279819495401</td>
</tr>
<tr>
<td>0132</td>
<td>0.000000392331899</td>
</tr>
<tr>
<td>0142</td>
<td>0.000143201143164</td>
</tr>
<tr>
<td>1102</td>
<td>1.343215897755340e-005</td>
</tr>
<tr>
<td>1112</td>
<td>5.519838491000001e-010</td>
</tr>
<tr>
<td>1122</td>
<td>1.956139656925000e-007</td>
</tr>
<tr>
<td>1132</td>
<td>5.374409600000000e-012</td>
</tr>
<tr>
<td>1142</td>
<td>1.961659495400000e-009</td>
</tr>
<tr>
<td>2102</td>
<td>0.004902738026755</td>
</tr>
<tr>
<td>2112</td>
<td>2.0146e-007</td>
</tr>
<tr>
<td>2122</td>
<td>7.1394e-005</td>
</tr>
<tr>
<td>2132</td>
<td>1.9615e-009</td>
</tr>
<tr>
<td>2142</td>
<td>7.1595e-007</td>
</tr>
</tbody>
</table>

After the model is simplified by combining the states, the probabilities of each state are shown in the Table 11.

Table 11: Probability of each state of simplified model

<table>
<thead>
<tr>
<th>States</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>All gates are working</td>
<td>0.980547605350883</td>
</tr>
<tr>
<td>Fail safe</td>
<td>0.000040294820980</td>
</tr>
<tr>
<td>Fail safe undetected</td>
<td>0.014279819495401</td>
</tr>
<tr>
<td>Fail detected</td>
<td>1.3228e-004</td>
</tr>
<tr>
<td>Fail undetected</td>
<td>0.0050</td>
</tr>
</tbody>
</table>

According to the simplified Table 11, we are going to assume that \( P \) (fail undetected) is the probability when the system is unsecure. From the previous results, we can see that the 2oo3 component increases the system reliability of the GRS, and the GRS itself has a high reliability as all the gates are working normally during 98.05% of the time.

Next section presents some future developments in SPS, especially about the process and the architecture getting strengthened by the use of Phasor Measurement Unit (PMU). This in turn promises increase in ‘process view’ SPS reliability.

4.5 Consideration for future SPS developments

As the era of the so-called "Smart Grid" emerges, the instrumentation, monitoring, control, and protection systems in power industry are facing potentially significant changes due to the penetration of information-age technologies. These technologies include but are not limited to digital signal processing and digital communication, etc. With the development of powerful microprocessors, the trend has been for digital systems to replace the analog ones and the
application of computer relays is such an example. Digital communication plays an important role in the development of digital systems and it is possible to see in the future that bundles of copper wires could be replaced by digital communication equipments such as Ethernet switches and Ethernet media.

In addition, non-conventional instrument transformers have already been available which can directly output digital signals of current and voltage measurements [111]. The synchronized phasor measurement unit (PMU) can provide real-time information of phasors for the same time stamp and will be the foundation of various kinds of wide-area protection and control schemes [112].

It is also notable that a new concept of digital process bus has been raised in IEC 61850 [113]. With the development of intelligent electronic devices (IED), a “one unique” secondary platform based on IEC 61850, called merging unit (MU), has been developed to interface all IED such as protections, meters and control devices, etc [114]. It seems that the power industry is getting ready for more aggressive steps by replacing switchyard hardwired schemes with plug-and-play fiber-based virtual wiring solutions [115].

The SPS can be regarded as one kind of protection and control systems with special protection purposes. Hence, its development is also likely to be exposed to the potential changes mentioned above from the perspective of its constituent elements. For example, microprocessors can prevail in the future for the choice of SPS logic solvers because their functions become more and more powerful while the costs decrease rapidly. Although the sensor and the actuator are different in functions, their data flow can be integrated in the same platform of merging unit with the help of functional IED. If PMU is utilized as the measurement device, the synchrophasors of voltage and current can be easily obtained and then sent to merging units for data process.

We can see that a possible SPS scheme in the future can be typically composed of digital logic solvers, merging units (including auxiliary IED), PMU, Ethernet switches, and Ethernet communication media. All the signals in them are digitally conveyed through a virtual process bus. Since the all-digital SPS scheme has obviously more electronic components than a conventional hardwired one, it should have some influence on its reliability. Yang Wang et. al. have made considerable contributions towards quantitative reliability evaluation of PMU and WAMS [116, 117, 118], two primary drivers for SPS advancements. The following section presents a way to analyze the possible impacts on SPS considering these developments.

4.5.1 Possible SPS architecture

The all-digital SPS can have a variety of complex structures in the future. However, some architecture of all-digital protection systems has already been proposed [119]. Based on the idea of these configurations, we propose conceptual all-digital SPS architecture possible in the future as shown in Figure 27.

![Figure 27: A conceptual all-digital SPS architecture](image-url)
In this architecture, the SPS consists of two redundant functional sets which are independent of each other. Each set comprises a digital logic solver (LS), an Ethernet switch (SW), Ethernet communication media (EM), merging units (MU), and phasor measurement units (PMU). Specifically, components LS1, EM3, SW1, EM1, MU1, and PMU1 constitute one set of SPS while components LS2, EM4, SW2, EM2, MU2, and PMU2 make up the other set. In addition, the PMU of the two sets, i.e. PMU1 and PMU2 are shared with each other and can act as mutual backup. For simplicity, we assume that one PMU/MU alone can perform the full function needed for one set of SPS, instead of several units actually needed for processing different signals, respectively. We also assume that the Ethernet interface is part of the host device (i.e. LS, SW, MU, etc.) and its reliability is already included in the host device.

The main functional parts of SPS can be designed to be allocated in physically isolated places against mutual interference and fire spreading. Also, every set of SPS can be designed to be supplied by multiple power sources simultaneously, including AC, batteries, and UPS. Hence, we assume its power supplies to be extremely reliable against common cause failure of components due to power supply failures. Therefore, we assume for simplicity that components of the all-digital SPS are independent of each other. In addition, the component state durations are assumed to be exponentially distributed.

As we know, if there is any fault with the component recognized by either self-test routine or manual test procedure, utilities would either fix or replace the problematic component so as to keep the whole protection and control system up. Thus, we will analyze the proposed SPS scheme with a repairable model. Since the estimated repair time for any failed equipment is usually prescribed in power industry and the maintenance staff always conforms to this guideline, we can assume constant repair rates for our repairable model.

Although we only illustrate the reliability analysis of the SPS scheme in Figure 27, we emphasize the methodology to obtain important reliability indices such as state probability of system failures, frequency of system failures, the mean time to failure (MTTF) and the mean time to first failure (MTTFF). Therefore, similar analysis can be conducted for other possible SPS configurations.

### 4.5.2 Illustration of network reduction method

According to the relationship of the functional components, the reliability block diagram of the SPS architecture in Figure 27 can be drawn as shown in Figure 28. In general, it is not easy to obtain the reliability indices directly for such a complex system. However, we can use the network reduction method to analyze the system.

![Figure 28: SPS reliability block diagram](image-url)
As we can see in Figure 28, components MU1, EM1, SW1, EM3, and LS1 comprise the subsystem S1 of a series structure. If we regard S1 as a composite component using the concept of equivalent transition rates [120], this composite component will have the same values of failure and repair rates, state probabilities of success and failure, and frequencies to success and failure with the original subsystem, respectively. Similarly, we can use another composite component to represent the series subsystem S2 formed by components MU2, EM2, SW2, EM4, and LS2. Then the reliability block diagram is reduced to a simpler one as shown in Figure 29.

Here we represent the failure and repair rates of a general component $i$ by $\lambda_i$ and $\mu_i$, respectively. In addition, we use $p_{i,s}, p_{i,f}$ and $f_{i,s}, f_{i,f}$ for component $i$ to represent the state probabilities of its success and failure, and the frequencies to its state of success and failure, respectively. Then the equivalent reliability parameters for subsystems S1 and S2 can be calculated as following.

The state probabilities of success are

$$p_{S1,s} = p_{MU1,s}p_{EM1,s}p_{SW1,s}p_{EM3,s}p_{LS1,s} = \prod_{i \in S1} \frac{\mu_i}{\lambda_i + \mu_i}, \quad S1 = \{MU1, EM1, SW1, EM3, LS1\} \quad (4.22)$$

$$p_{S2,s} = p_{MU2,s}p_{EM2,s}p_{SW2,s}p_{EM4,s}p_{LS2,s} = \prod_{i \in S2} \frac{\mu_i}{\lambda_i + \mu_i}, \quad S2 = \{MU2, EM2, SW2, EM4, LS2\} \quad (4.23)$$

The state probabilities of failure are

$$p_{S1,f} = 1 - p_{S1,s} = 1 - \prod_{i \in S1} \frac{\mu_i}{\lambda_i + \mu_i}, \quad S1 = \{MU1, EM1, SW1, EM3, LS1\} \quad (4.24)$$

$$p_{S2,f} = 1 - p_{S2,s} = 1 - \prod_{i \in S2} \frac{\mu_i}{\lambda_i + \mu_i}, \quad S2 = \{MU2, EM2, SW2, EM4, LS2\} \quad (4.25)$$

The equivalent failure rates are

$$\lambda_{S1} = \sum_{i \in S1} \lambda_i, \quad S1 = \{MU1, EM1, SW1, EM3, LS1\} \quad (4.26)$$

$$\lambda_{S2} = \sum_{i \in S2} \lambda_i, \quad S2 = \{MU2, EM2, SW2, EM4, LS2\} \quad (4.27)$$

The frequencies to state of success and failure are

$$f_{S1,s} = f_{S1,f} = p_{S1,s}\lambda_{S1} = \left(\prod_{i \in S1} \frac{\mu_i}{\lambda_i + \mu_i}\right) \left(\sum_{i \in S1} \lambda_i\right), \quad S1 = \{MU1, EM1, SW1, EM3, LS1\} \quad (4.28)$$

$$f_{S2,s} = f_{S2,f} = p_{S2,s}\lambda_{S2} = \left(\prod_{i \in S2} \frac{\mu_i}{\lambda_i + \mu_i}\right) \left(\sum_{i \in S2} \lambda_i\right), \quad S2 = \{MU2, EM2, SW2, EM4, LS2\} \quad (4.29)$$

The equivalent repair rates are

$$\mu_{S1} = \frac{f_{S1,f}}{p_{S1,f}} = \left(\prod_{i \in S1} \frac{\mu_i}{\lambda_i + \mu_i}\right) \left(\sum_{i \in S1} \lambda_i\right) \left(1 - \prod_{i \in S1} \frac{\mu_i}{\lambda_i + \mu_i}\right), \quad S1 = \{MU1, EM1, SW1, EM3, LS1\} \quad (4.30)$$
\[
\mu_{S2} = \frac{f_{S2,r}}{p_{S2,f}} = \left( \prod_{i \in S2} \frac{\mu_i}{\lambda_i + \mu_i} \right) \left( \sum_{i \in S2} \frac{\lambda_i}{\lambda_i + \mu_i} \right) \left( 1 - \prod_{i \in S2} \frac{\mu_i}{\lambda_i + \mu_i} \right), \quad S2 = \{MU2, EM2, SW2, EM4, LS2\} \quad (4.31)
\]

**Figure 29: Reduction of SPS reliability block diagram**

Now let us see the reduced SPS reliability block diagram of Figure 29. There are two parallel structures in this diagram, i.e. components PMU1 and PMU2 comprise one parallel subsystem P while the composite components S1 and S2 form the other parallel subsystem S. Again, if we regard these two subsystems as two composite components in a higher level, we can further simplify the SPS reliability block diagram to a much concise one as shown in Figure 30. By the concept of equivalent transition rates, the new higher-level composite components will have the same values of transition rates, state probabilities, and corresponding frequencies with the original subsystems P and S, respectively. The equivalent reliability parameters for higher-level subsystems P and S can be calculated as follows.

The state probabilities of failure are

\[
p_{P,f} = p_{PMU1,f} p_{PMU2,f} = \prod_{i \in P} \frac{\lambda_i}{\lambda_i + \mu_i}, \quad P = \{PMU1, PMU2\} \quad (4.32)
\]

\[
p_{S,f} = p_{S1,f} p_{S2,f} = \prod_{i \in S} \frac{\lambda_i}{\lambda_i + \mu_i}, \quad S = \{S1, S2\} \quad (4.33)
\]

The state probabilities of success are

\[
p_{P,s} = 1 - p_{P,f} = 1 - \prod_{i \in P} \frac{\lambda_i}{\lambda_i + \mu_i}, \quad P = \{PMU1, PMU2\} \quad (4.34)
\]

\[
p_{S,s} = 1 - p_{S,f} = 1 - \prod_{i \in S} \frac{\lambda_i}{\lambda_i + \mu_i}, \quad S2 = \{S1, S2\} \quad (4.35)
\]

The equivalent repair rates are

\[
\mu_P = \sum_{i \in P} \mu_i, \quad P = \{PMU1, PMU2\} \quad (4.36)
\]

\[
\mu_S = \sum_{i \in S} \mu_i, \quad S = \{S1, S2\} \quad (4.37)
\]

The frequencies to state of failure and success are

\[
f_{P,f} = f_{P,s} = p_{P,f} \mu_P = \left( \prod_{i \in P} \frac{\lambda_i}{\lambda_i + \mu_i} \right) \left( \sum_{i \in P} \mu_i \right), \quad P = \{PMU1, PMU2\} \quad (4.38)
\]
The equivalent failure rates are

\[ \lambda_p = \frac{f_{P,f}}{p_{P,s}} = \left( \prod_{i \in P} \frac{\lambda_i}{\lambda_i + \mu_i} \right) \left( \sum_{i \in P} \mu_i \right) / \left( 1 - \prod_{i \in P} \frac{\lambda_i}{\lambda_i + \mu_i} \right), \quad P = \{PMU1, PMU2\} \]  

\[ \lambda_s = \frac{f_{S,f}}{p_{S,s}} = \left( \prod_{i \in S} \frac{\lambda_i}{\lambda_i + \mu_i} \right) \left( \sum_{i \in S} \mu_i \right) / \left( 1 - \prod_{i \in S} \frac{\lambda_i}{\lambda_i + \mu_i} \right), \quad S = \{S1, S2\} \]  

Figure 30: Simplified SPS reliability block diagram

The simplified SPS reliability block diagram of Figure 30 consists of only two composite components in series. Thus, it is now easy to get the reliability indices of the whole system of SPS using the parameters of composite components derived previously.

The system reliability of SPS (i.e. state probability of SPS success) is

\[ p_{SPS,s} = p_{P,s}p_{S,s} = \frac{\mu_p \mu_s}{(\lambda_p + \mu_p)(\lambda_s + \mu_s)} \]  

The system unavailability of SPS (i.e. state probability of SPS failure) is

\[ p_{SPS,f} = 1 - p_{SPS,s} = \frac{\lambda_p \lambda_s + \lambda_p \mu_s + \lambda_s \mu_p}{(\lambda_p + \mu_p)(\lambda_s + \mu_s)} \]  

The system failure rate of SPS is

\[ \lambda_{SPS} = \lambda_p + \lambda_s \]  

The frequency of SPS system failure is

\[ f_{SPS,f} = p_{SPS,s} \lambda_{SPS} = \frac{\mu_p \mu_s (\lambda_p + \lambda_s)}{(\lambda_p + \mu_p)(\lambda_s + \mu_s)} \]  

The mean cycle time of SPS is

\[ T_{SPS} = \frac{1}{f_{SPS,f}} = \frac{(\lambda_p + \mu_p)(\lambda_s + \mu_s)}{\mu_p \mu_s (\lambda_p + \lambda_s)} \]  

The mean down time (MDT) of SPS is

\[ MDT_{SPS} = \frac{p_{SPS,f}}{f_{SPS,f}} = \frac{\lambda_p \lambda_s + \lambda_p \mu_s + \lambda_s \mu_p}{\mu_p \mu_s (\lambda_p + \lambda_s)} \]
The mean time to failure (MTTF), i.e. the mean up time (MUT) of SPS is

\[ MTTF_{SPS} = MUT_{SPS} = T_{SPS} - MDT_{SPS} = \frac{1}{\lambda_{SPS}} = \frac{1}{\lambda_p + \lambda_s} \]  

(4.48)

4.5.3 Illustration of Markov modeling method to calculate MTTFF

The mean time to first failure (MTTFF) is also an important reliability index. It represents the mean value of time from the moment the system starts operating until it fails for the first time. MTTFF is actually the concept of the first passage time applied to the reliability engineering field. However, it cannot be obtained from the previous network reduction method. In fact, the calculation of MTTFF is more complex than that of MTTF. Based on the model of continuous parameter Markov chains, we can derive the ultimate formula for calculating MTTFF using the transition rate matrix of the system as follows [121].

\[ MTTFF = p_+(0)(-R_{11})^{-1}U_k \]  

(4.49)

Here, \( R_{11} \) is the sub-matrix of the full system transition rate matrix \( R = \begin{bmatrix} R_{11} & R_{12} \\ R_{21} & R_{22} \end{bmatrix} \) and represents the set of transition rates from system success to system success. \( p_+(0) \) is the probability row vector of system success states for the initial state (all components up), while \( U_k \) is the unit column vector of dimension \( k \) which is equal to the number of states of system success.

In practice it is not simple to utilize this formula for computing the MTTFF of the SPS. We do not know how many success states this SPS would have just by looking at the system structure. We only know that the total number of states of this SPS is \( 2^{12} = 4096 \) since the system consists of 12 components. In addition, it seems that we also cannot give the details of vectors \( p_+(0) \) and \( U_k \) unless we know the number of states of system success, or the dimension of the matrix \( R_{11} \). But the details of \( R_{11} \) are even more difficult to know. So, we must use a systematic strategy to obtain the MTTFF value of our SPS. The key issue is that we can get \( R_{11} \) after we obtain the full system transition rate matrix \( R \) which is \( 2^{12} \times 2^{12} \) in its size. The strategy to achieve this is illustrated in the following steps.

Step I: Initializing the state matrix

In order to analyze the system states, we initially form a state matrix which can represent the status of the system and all of its components. In this state matrix, each row represents a distinct state of the system and each column represents a component state. For a system consisting of \( n \) components, the size of this state matrix would be \( 2^n \times n \). For our SPS to be analyzed, this state matrix size is \( 2^{12} \times 12 \). Now every element of this matrix represents the status of a component in a specific system state. If we use the values 0 and 1 indicating the success and failure states of a component, respectively, the complete system states can be represented by this state matrix consisting of exhaustive combinations of 0’s and 1’s. We can arrange an initial state matrix as shown in Table 12.
Table 12: The initial state matrix

<table>
<thead>
<tr>
<th>Components</th>
<th>PMU1</th>
<th>MU1</th>
<th>EM1</th>
<th>SW1</th>
<th>EM3</th>
<th>LS1</th>
<th>PMU2</th>
<th>MU2</th>
<th>EM2</th>
<th>SW2</th>
<th>EM4</th>
<th>LS2</th>
</tr>
</thead>
<tbody>
<tr>
<td>State 0001</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>State 0002</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>State 0003</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>State 0004</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>State 0005</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>State 4092</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>State 4093</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>State 4094</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>State 4095</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>State 4096</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Step II: Identifying system states of success and failure

Since we can draw the reliability block diagram as shown in Figure 28, it is natural to think that we can use the minimal cut set method to distinguish system states of success and failure. The method could be carried out in three steps: Firstly, we find all the minimal cut sets of the system. Secondly, we use minimal cut sets to find all the system states of failure. Finally, the rest of the states represent system success. However, this method is not smart and convenient for our SPS architecture to be analyzed. For one reason, it is not easy to find out all the minimal cut sets if the number of components of the system is relatively large. For another reason, there will be some overlapping system states of failure based on different minimal cut sets. Unless we can identify all the overlapping states, this method is likely to yield a wrong number of system states of failure.

Here we propose a better way to distinguish states of success and failure for our SPS. Although this method is also based on the concept of cut set, the main difference is that we do not need to search all the minimal cut sets of the system. Since the reliability block diagram of this SPS can be decomposed into combinations of simpler series and parallel structures, we can get the logical chain of the system as shown in Figure 31.

Figure 31: System logical chain of the SPS

In the previous Step I of initializing the state matrix, we have already used the values 0 and 1 indicating the success and failure states of a component, respectively. Now in the logical chain of Figure 31, let us replace each component by its state value (0 or 1) and treat the relationship conditions "AND" and "OR" as the corresponding logical operation symbols. Thus, the logical chain of Figure 31 is translated into a Boolean calculation. And the final result of the Boolean calculation is just the indication of the system state, i.e. the value 0 of "SPS fails" indicates the
system success and the value 1 of "SPS fails" as system failure. If we scan each row of the initial state matrix already setup in Step I and do the Boolean calculation, all the system states can be distinguished as success or failure without omission or overlapping.

For our SPS architecture to be analyzed, the number of states of system success and failure are counted to be 189 and 3907, respectively. After all the system states are identified, we can reorder the initial state matrix in a better form as shown in Table 13. All the system states of success are moved to the first 189 rows of the state matrix and all the system states of failure are gathered in the latter part of 3907 rows. This rearrangement will be better for use in the following steps.

Table 13: The rearranged state matrix

<table>
<thead>
<tr>
<th>Components</th>
<th>PMU1</th>
<th>MU1</th>
<th>EM1</th>
<th>SW1</th>
<th>EM3</th>
<th>LS1</th>
<th>PMU2</th>
<th>MU2</th>
<th>EM2</th>
<th>SW2</th>
<th>EM4</th>
<th>LS2</th>
</tr>
</thead>
<tbody>
<tr>
<td>State 0001</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>State 0198</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>State 0199</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>State 0409</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Step III: Forming the full system transition rate matrix $R$

Since we have identified all the states of system success and failure and rearranged the state matrix, it is now possible to obtain the full system transition rate matrix $R$. However, the diagonal and off-diagonal elements of the transition rate matrix $R$ are very different. They represent single-step transition rates from a given state to itself and to another state, respectively. As a strategy, we need to get the off-diagonal elements of the transition rate matrix $R$ first and then obtain the diagonal elements from the off-diagonal ones.

It is recognized that there are two types of relationships between any two system states [122]. Suppose we choose two arbitrary system states $i$ and $j$. If we need at least two components to change their status for a transition between system states $i$ and $j$, the interstate relationship is not a single-step transition and thus the corresponding transition rates do not exist, i.e. the elements $(i, j)$ and $(j, i)$ of the matrix $R$ are both zeroes. If, however, there is only one component, say component $k$, that changes its status between system states $i$ and $j$, then the interstate relationship is indeed a single-step transition and the corresponding transition rates do exist. Further in this case, if component $k$ is working in system state $i$ and fails in system state $j$, then the transition rate from state $i$ to $j$ is the failure rate of component $k$, i.e. the element $(i, j)$ of the matrix $R$ is $\lambda_k$. Accordingly, the transition rate from state $j$ to $i$ is the repair rate of component $k$, i.e. the element $(j, i)$ of the matrix $R$ is $\mu_k$. After we scrutinize all the interstate relationships of any two distinct system states, we can get all the off-diagonal elements of the transition rate matrix $R$. Figure 32 is a brief flow chart of this algorithm.
Figure 32: Algorithm to obtain off-diagonal elements of the matrix $R$

Now it is easy to calculate the diagonal elements of the full transition rate matrix $R$ because the diagonal element of any row has a definite relationship with the off-diagonal elements of the same row, i.e.

$$r_{ii} + \sum_{j \neq i} r_{ij} = 0$$

(4.50)
wherein $r_{ij}$ and $r_{ji}$ represent diagonal and off-diagonal elements, respectively. The subscripts $i$ and $j$ represent the row and column indices of the matrix $R$, respectively.

Therefore, the diagonal elements can be obtained by the formula as below.

$$
r_{ii} = - \sum_{j \neq i} r_{ij}
$$

(4.51)

Hence, the full system transition rate matrix $R$ is known after we obtain all of its elements.

**Step IV: Extracting the submatrix $R_{11}$ from the full system transition rate matrix $R$**

If we form the full system transition rate matrix $R$ based on the rearranged state matrix as shown in Table 13 of Step II, we can see that it is quite easy to obtain its submatrix $R_{11}$, i.e. the set of transition rates between states of system success. Because all the system states of success are located in the first 189 rows of the rearranged state matrix, $R_{11}$ is just the upper left square submatrix (size of $189 \times 189$) of the matrix $R$ (size of $4096 \times 4096$) obtained in Step III. In a word, we can extract $R_{11}$ directly from $R$ as shown in Figure 33.

**Step V: Computing the MTTFF of the system**

Since the submatrix $R_{11}$ is obtained, we can give the details of vectors $p_s(0)$ and $U_k$ as follows.

The probability row vector of system success states for the initial state (all components up) is

$$
p_s(0) = (1 \ 0 \ 0 \ \cdots \ 0)
$$

(4.52)

The unit column vector of dimension $k$ which is equal to the number of states of system success is

$$
U_k = (1 \ 1 \ \cdots \ 1)^T
$$

(4.53)

As the final step of the strategy, we are now able to compute the MTTFF of our SPS using the following formula.

$$
MTTFF_{SPS} = p_s(0)(-R_{11})^{-1}U_k
$$

(4.54)
5 Risk assessment, systems view

In the previous chapter, SPS risk assessment from a ‘process view’ was thoroughly discussed. It basically involved studying the influence of each and every component in the SPS, and ascertaining the risk associated with them using traditional methods such as fault-tree, failure mode and effect analysis, Markov modeling etc. A particular SPS design may appear quite reliable from the process view, i.e., from sensor to actuation. However, there remain questions such as:

1. Are there system operating conditions (topology, loading, flows, dispatch, voltage levels etc.) that may generate a failure mode for the SPS, e.g., an undesirable operation or a failure to operate?

2. Are there two or more SPS that may interact to produce a failure mode?

Most companies answer these questions using engineering experience and judgment, coupled with tedious trial and error testing involving manual computer simulations. However, it would be beneficial to have a decision-support tool that has an automated simulation capability having flexibility to vary the SPS logic, and having intelligence to vary operating conditions and events over a wide range so that various SPS logic may be tested against various operating conditions and events. Monte Carlo simulation techniques have been used prevalently in many fields over the years to model and study complex factors influencing a phenomenon. So in this chapter the focus is on developing a Monte Carlo simulation based procedure for ‘systems view’ SPS risk assessment.

Section 5.1 presents a report of an interesting case study of a typical system view SPS failure happening in NRDIC grid. Section 5.2 focuses on identifying ways that SPS can fail from a systems view, and proposes methods to identify such failures. Section 5.3 briefly proposes a Monte Carlo simulation based ‘system view’ SPS risk assessment. Section 5.4 presents various reliability models of power system, considering the impact of SPS on the network.

5.1 Systems view SPS failure- a case study

The following section presents a report on mis-operation of special protection schemes in the Nordic grid on December 1st 2005 [123]. This case study demonstrates the possibility of interactions between SPS leading to cascading effect on SPSs in the network, which is undesirable.

5.1.1 Background of SPS in Nordic grid

In Norway two SPS have been implemented to deal with problems concerning high generation in the northwest region. These SPS relieve the burden in important transmission corridors by shedding generation, and thus maintain system integrity. The SPS are actuated by monitoring critical bottleneck from the focus area with respect to a predefined limit. A brief description of both the SPS’s functionalities are given below:

(i) SPS “Nordland”

The shaded area in Figure 34 shows the northern Scandinavia region, which is rich in generation with a very low demand. It contains about 6000 MW hydroelectric power, which is about 15% of the installed capacity in the Nordel grid. In the event of any critical transmission
corridor contingency (i.e., either 420 kV through Northern Sweden or 300 kV through Middle Norway), the rest of the transmission lines must be protected against overload. So the SPS Nordland’s functionality is to:

(1) Generation Shedding: up to 1200 MW

(2) Net Split: if there is surplus generation in the northernmost part of Norway, it is disconnected from the main Nordel grid.

![System protection schemes](image)

Figure 34: Nordic SPS case study

(ii) SPS “Østland”

The eastern part around Oslo, shown by the yellow-shaded region in Figure 34, is the main load center in Norway. The SPS “Østland” is actuated on outage or overload of central lines in the Oslo area, thereby shedding up to 1200MW of generation on the west coast of Norway, shown by ellipsis in Figure 34. So in cases where there are high power transfers from west to east, i.e., either into the Oslo area or from Norway to Sweden, this SPS will protect the remaining lines in the Oslo area from overloading.

5.1.2 Event report

This section provides the description of events related to SPS mis-operation, their sequence and the consequences. At 3:02 pm (CET) on December 1st 2005, the breaker failure protection disconnected a 420kV busbar at Porjus power plant, due to an occurrence of fault on the 420kV breaker at the power plant. Consequently, important transmission corridors out of northern Scandinavia got overloaded, which as per design should have triggered the SPS at Nordland instantaneously. But this SPS operation failed, leading to Nordel grid going out of limits and ensuing a series of cascading events. The operation of the grid outside design limits led to
undesirable triggering of the second SPS at Østland, which was supposed to trip about 1150 MW of generation from the Nordic grid. Fortunately this SPS also failed, and an imminent system breakdown was evaded. Table 14 summarizes the sequence of events, following the first SPS mis-operation at Nordland.

<table>
<thead>
<tr>
<th>Events</th>
<th>Time elapse</th>
<th>Description of events</th>
<th>Mis-operation?</th>
</tr>
</thead>
</table>
| 1      | 0 s         | • High hydroelectric production in the northwest Nordel region  
             • Breaker fault while switching out 420kV reactor at Porjus power station, Northern Sweden  
             • Fault cleared by tripping a line out of Northern Scandinavia through Sweden, which overloaded remaining lines (2300MW out of Scandinavia) |                |
| 2      | 0.8 s       | • Triggered **Nordland** SPS, which tripped 600 MW generation as designed but failed to instantaneously trip 1030 MW generation in Nordel grid | **Yes**         |
| 3      | 2.2 s       | • **Nordland** activated Grid split and tripped about 487 MW generation in both the split islands (Middle & North Norway) to counter rapid frequency rise | **No**, but Undesirable cascading |
| 4      | 3.3 s       | • **Nordland** Generator tripping function of step 2 above finally worked, tripping 300 MW generation in North Norway that lead to 128MW shedding by automatic UFLS | **Yes**, delayed response |
| 5      | 15 mins     | • Due to grid split, under frequency condition prevailed in main Nordel grid leading to west coast generation pickup, causing high west-to-east MW transfer in Southern Norway |                |
| 6      | 24 mins     | • Due to heavy west-east transfer, SPS **Østland** got triggered | **No**, but Undesirable cascading |
| 7      |             | • **Østland** failed to actuate 1150 MW generation trip in west coast of Norway | **Yes**, due to human error |
| 8      |             | • **Østland** failed to actuate 1150 MW generation trip in west coast of Norway |                |
| 9      | 15 mins     | • Middle Norway was joined back to main Nordel grid |                |
| 10     | 24 mins     | • North Norway was joined back to main Nordel grid |                |

From Table 14, event 2 (Nordland SPS mis-operation) has been the initiating SPS failure which has caused the rest of the consequences in a cascading manner, starting with the event 4 when Nordland implemented the Grid split due to surplus generation. The reason for Nordland mis-operation was found to be due to changes made in SCADA and communication systems that slowed the response time of the SPS Nordland. Thereby, event 5 in Table 14 is the delayed response of Nordland SPS, which is unnecessary at that instant. All these created a scenario that demanded SPS Østland’s triggering as intended by design (event 7), though under current
stressed circumstances its successful activation would have worsened the situation. **This is a typical example of potential failures in power system due to interactions between SPS.** So had the event 8 in Table 14, i.e., SPS Østland tripping 1150 MW generation, taken place, there might have been one of the two post-event consequences:

- **Best scenario:** Under-frequency load shedding of 2400 MW
- **Worst Scenario:** Nordel grid breakdown

Fortunately it failed to operate, due to a technician forgetting to reclose switches following a routine maintenance test of the SPS! On the whole, this sequence of disturbances due to SPS failures incurred a total loss of 250MW load, and the two SPS were deemed unfit for operation until they are rectified. The costs involved with this event for Nordic was about 4.2 million Norwegian kroner.

Therefore, this event shows how critical it is to categorize and investigate SPS failure modes from a system view-point also. Depending upon the system in which SPSs are functioning and the associated operating scenarios, many SPS related failures may arise that may lead to catastrophic system collapses. Hence identification of such failure modes and the associated power system scenarios, will aid us to perform ‘system view’ SPS risk assessment and SPS logic re-design.

### 5.2 Systems view failure modes and their identification process

SPS operations can be classified into desirable, undesirable or failure to operate as explained in section 4.1. The ‘systems view’ failure mode identification method will focus on identifying the possibility of SPS undesirable operations and failure to operate happening due to fault in logic design (i.e., intended failures). The study also focuses on identifying scenarios that may induce interactions among SPS, giving rise to undesirable cascading SPS operations even if they were originally intended according to logic design. This type of failures due to interaction could be a valid case for concern especially in today’s SPS-rich power networks, where SPS are touted as effective and economic means of strengthening transmission networks, increasing power transfer capability and deferring investment decisions. Some examples of such undesirable interactions could be:

- A desirable (or undesirable) operation of SPS followed by inadvertent operation of another SPS under certain operating conditions producing undesirable consequences, or
- Operation of two separate SPS under rare events such as loss of two elements that initiate those two SPS, or
- A failure of one SPS leading to intended but undesirable triggering of another SPS, as was the case with Nordic grid event.

In the following sub-sections, we shed some light on current industrial practices in designing operational logic for SPS, and we propose ways of identifying ‘system view’ failure modes due to limitations in SPS logic design.

### 5.2.1 SPS logic design practices

The operating rules for SPS and other similar protection systems are conventionally derived based on deterministic techniques that consider only the worst-case scenario, combined with
expert’s judgment. But due to the probabilistic nature of power system that comprise a wide range of network topologies, operating conditions and possible events; such deterministic techniques do not give forth optimal level of settings for generator rejection schemes or remote load shedding schemes or any other SPS [102]. Many recent studies have utilized a risk-based analysis to ensure reasonable coverage of operational scenarios and events, and design robust rules for SPS operations. Van Cutsem et. al. [124] use such simulation methods to build a set of training scenarios to find the minimal load shedding settings for the protection device. They find the optimal triggering rule for the load shedding controllers using combinatorial optimization, in terms of average voltage over several buses in a study area and reactive reserve of critical generators. This kind of load shedding scheme has been programmed in French transmission operator RTE’s ASSESS software [125], which is being used by them for their planning studies. The works in [126] and [127] perform many contingency simulations under various operating conditions to design generation trip and load shedding defense plans against transient, small signal and voltage stability problems in longitudinal Taiwan power system. Here the monitoring locations for SPS arming is decided based on operational experience and the thresholds are found out from simulation studies. The work in [128] performs simulation of several outage scenarios such as critical generators and tie lines, for different values of anticipated system overloads and study the loci of frequency-frequency rate plot to decide on the settings of under frequency load shedding SPS for preserving the integrity of the system in the event of islanding. Inspite of so many systematic methods to design SPS logic, it is still a challenging task to come up with appropriate settings under wide range of system events and achieve coordination between other SPS in the system.

BC Hydro [33] designed and implemented a centralized automatic RAS arming scheme that ensures system’s integrity under critical events based on the measurements from EMS. This provides opportunity to achieve coordination among various RAS actions. The pre-outage security limits and operating rules for the various RAS schemes such as generator rejection are derived from Monte Carlo simulation based operational planning studies performed offline. Any system growth, topological/network change, generator change or any major equipment change triggers RAS logic redesign process.

The process of deriving operating rules has been made more effective with the introduction of data mining techniques such as decision trees, association rule mining etc. They seem to provide good information about most critical system attributes, which are otherwise not possible from conventional analytical techniques or manual interpretation by experts. Further due to such automatic learning technique’s ability to process huge database and extract knowledge easily, database of larger sizes with diverse set of situations and events can be used to identify the most relevant attribute and their appropriate settings for SPS [102, 103,]. Hsiao et. al. [129] proposed a risk based contingency selection method for SPS applications. Here the risk of a contingency is computed as the product of its probability and severity under various loading conditions and inter-zone transfers, where severity is quantified in terms of amount of load shedding and generation tripping.

Inspite of all these efforts, ‘system view’ type of failures may still occur due to inherent limitations in logic design procedures or incomplete/inappropriate study procedures such as limited types of faults considered in design phase etc. This is because it is practically impossible to capture all the influencing factors and interesting events, and come up with efficient operating rules for SPS logic that can accurately detect and operate under various operating conditions.
5.2.2 SPS logic validation and failure modes

Generally operating rule can be validated against an *independent test database* containing post-contingency simulation results and SPS arming status for a wide range of operating conditions and events. The testing results of the operating rule against the test database can be expressed in the form of a confusion matrix, as shown in Figure 35.

![Confusion matrix- SPS logic testing](image)

The percentage of instances/scenarios that are tested false positive and false negative give the expected failure rates of SPS. The false positives denote intended inadvertent operation such as over tripping of generation rejection scheme etc., and the false negatives denote failure to operate. Among these, the false negatives are expensive failures as in a stressed conditions failure of SPS operation would have maximum damage to components, system and the economy than inadvertent operation. Consequently, we can further analyze these situations that produce false negative failures for improving the SPS logic. Furthermore, even though this study gives false positive failure percentage (i.e., inadvertent operation of SPS), it doesn’t give any information on whether the consequence of inadvertent operation of SPS is desirable or undesirable from economic or reliability point of view. Therefore, this further requires a complete simulation study, which is explained in the next section.

Apart from these two types of regular SPS failures, there is possibility of another type of failure from a system point of view, which is due to interactions among SPS, as mentioned earlier using Nordic grid event. Identifying such failure modes require time domain simulation of many interesting system conditions with as many system dynamics modeled, especially of all the SPSs in the system, and other important equipments & protective devices.

The next subsection focuses on designing a simulation methodology to identify ways that SPS can fail from a systems view, i.e., undesirable intended SPS operation or failure to operate, and failures due to SPS interactions.

5.2.3 Simulation based system view SPS failure mode identification

5.2.3.1 Regular SPS failure mode identification

The typical failure modes due to undesirable operation and failure to operate of a single SPS is referred here as regular failure modes. Figure 36 depicts the risk based simulation methodology to identify such failures using a comparative study between two sets of simulation, one with SPS and another without the particular SPS. This can be done for every single SPS in the system to detect its regular failure modes.
(1) Efficient Sampling of operating conditions: First the corresponding contingency for which the SPS is planned is chosen. Then efficient sampling of operating conditions based on importance sampling method, as explained in chapter 3, is performed. This is because the traditional Monte Carlo sampling generates operating conditions according to the probability distribution of the operational parameter state space. But in the case of SPS, since they are especially designed to operate in stressed operating conditions, operating conditions close to stability threshold should be given more importance in the sampling. So importance sampling is utilized to bias the sampling and generate operating conditions from the stability boundary region of the operational parameter state space.
Furthermore, the proposed sampling strategy based on importance sampling also reduces the computational burden in validating SPS logic by focusing only on important situations. Some conditions from the far tail of the parameter distribution (lower probability) may also be sampled, as the likelihood of SPS mis-operation and their consequences are high for these situations.

This proposed efficient sampling procedure can be realized starting with identifying the key operating parameters that would have influence on the operation of the particular SPS under consideration. The stability boundary region is then found in that parameter state space, and finally important operating conditions from that region are sampled according to their relative likelihood. Depending upon the nature of the operating parameter probability distribution, i.e., if parametric, correlated etc., suitable parametric [130] or non-parametric methods (Copulas [131], Latin Hypercube Sampling [132]) are used to generate realistic operating conditions.

(2) Simulation and Comparative study: Then two sets of transient contingency simulation are performed on these sampled scenarios, one with the SPS functionality modeled and other without SPS. Then comparative studies are done to see the effectiveness of the SPS and obtain factual information on the kind of regular failures happening, i.e., the false positives and false negatives.

The software available for such simulations at Iowa state university are Siemens’ PTI PSS/E and Eurostag® embedded to ASSESS. PSS/E has the capability to model SPS using the tripping functionality in multiple-contingency analysis module. Generation trip, load shedding, branch tripping based on bus voltage, line loading and generator output are some variety of special protections that can be designed in PSS/E. The risk based analysis in PSS/E has to be automated using scripting language such as Python or IPLAN or using batch files. Eurostag can also be used to model SPS such as UVLS, UFLS, overload branch tripping and other such automata. The advantage in working with Eurostag is the ability to interface Eurostag with ASSESS software, which facilitates automation of such risk based statistical simulation studies and post-processing of the simulation results.

5.2.3.2 Interaction based SPS failure mode identification

The failures resulting from interaction can also be detected using comparative study by modeling all the system SPSs in the simulation, as depicted by Figure 37. The generation of operating conditions is similar to what was explained before, i.e., sample from the stability boundary region of a contingency for which the particular SPS is installed. Since the interest is for capturing interactions, we could sample operating conditions from the union of pairwise intersections of stability boundary regions of all the SPS in the study. To reduce the complexity of the study (i.e., the number of combinations of possible SPS interactions), firstly the SPS can be grouped. The grouping of SPS may be done with respect to some of the following criteria:

1. Contingency locations corresponding to various SPS,
2. SPS locations,
3. Intersection among SPS solution strategies (ex. common generators tripped?)
4. Intersection among stability boundaries
5. Probability of any two contingencies happening in a cascading manner

6. Sensitivity of one SPS’s action on another’s actuating criteria

Figure 37 depicts the process of sampling operating conditions in an efficient manner for process failure mode identification, where SPS A and SPS B are considered to be grouped together. The sampling state space is considered to be made of two operating parameters (1 & 2).

Figure 37: Process view SPS reliability assessment – operating conditions sampling

Figure 37 shows that in the case of identifying regular failure modes related to SPS A operation, the operating conditions sampling process is biased towards the stability boundary region of contingency A when both SPS are in OFF state. Similarly, in the case of identifying regular failure modes related to SPS B operation, the sampling process is biased towards the stability boundary region of contingency B with both SPS in OFF state. When it comes to identifying interactions between SPS A and SPS B, two sets of operating conditions are sampled. One set is to test the SPS B operation on operating conditions that are biased towards the stability boundary region of contingency B, where the state space is made of post-contingency A operating conditions subject to SPS A operation. The other set is to test the SPS A operation on
operating conditions that are biased towards the stability boundary region of contingency A, where the state space is made of post-contingency B operating conditions subject to SPS B operation. Then the two sets of simulation results are analyzed to identify any failure or undesirable scenarios due to interactions among the two SPS. This can be extended to identifying interactions among several SPSs. While this will surely require extra computational requirements, the process of efficient sampling that biases the sampling procedure only to the important conditions will reduce the burden of computation. Furthermore, linear sensitivity measures may be used to further decrease the computational requirements to a greater degree.

5.3 Systems view risk assessment

The effects of various ‘system view’ failures (identified in previous section) on the system reliability can be estimated using a risk index, which is the product of probability of the failure and its severity. The severity value of a particular failure mode in terms of performance measure is computed from Monte Carlo simulation study (similar to failure identification study) as shown in Figure 38. Various initiating SPS failures are embed in the simulation, and the system-level SPS failures and their severities are computed. The severities can be quantified in terms of reliability indices such as expected cost of electricity (EC), tripped generator cost (TGC), expected energy not served (EENS) due to SPS forced curtailments and so on.
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Figure 38: System view SPS risk assessment

If a particular failure mode imposes big risk, then the appropriate SPS logic can be re-defined by using decision tree based method as explained in section 3.3, wherein the operating conditions that lead to this failure mode in the simulation study are included in the database for training the decision tree for rule re-design. Consequently, any tightening of SPS logic and its consequent effect on solution strategy, say for example, the rule is re-designed to contain some expensive generator trip strategy, will enable evaluating the additional expense necessary to maintain a system with a large number of SPS.
5.4 Reliability analysis of power systems with impact of SPS operation

It is obvious that SPS operation would have an impact on the power system reliability as SPS can operate inadvertently or simply fail to operate when needed. However, it is not simple to evaluate the power system reliability including the impact of SPS operation. One reason is that there are various types of SPS such as generation rejection, load rejection, system separation, etc. and these different SPS have varying design and operational action. Another reason is that SPS failures can cause such complicated interactions between current-carrying components that both component and system states experience intricate changes.

Thus, we first need to unify the effects of different SPS operations in order to make reliability analysis of power systems feasible. In steady state point of view, effects of all SPS operations can be classified ultimately into two categories: 1) tripping current-carrying components; 2) changing bus power injection where load is regarded as a negative injection. If we further divide the power injection at each bus into two parts, unchanging part and changing part due to SPS operation, we can think of these two parts as two imaginary generators connected to the bus independently. Therefore, all SPS operations can be uniformly represented by the tripping effect for steady state reliability analysis.

All SPS operations including SPS failures along with their ultimate tripping effects can be summarized into three cases as following. Firstly, for a desirable SPS operation, some components of the power system trip as designed. These components are called intended components hereafter. Secondly, for an undesirable SPS operation, i.e. the SPS operating inadvertently, the intended components are also tripped down but undesirably. Thirdly, for the case if the SPS fails to operate, the intended components do not trip initially. However, the failure of SPS operation can only result in more severe and wider impacts on the power system than if SPS operates as designed. As the ultimate tripping effect after possible transient stability process, we can assume that more components of the power system including intended components will trip eventually.

5.4.1 Modeling SPS operation at the component level

It is important to consider the reliability modeling of current-carrying components including the impact of SPS operation. Including SPS operation at system level may be difficult or even impossible if we do not incorporate this effect into the component modeling.

5.4.1.1 Modeling intended components

Suppose component \( i \) is an intended component of a SPS design. We realize that even if not involved in the SPS design, component \( i \) can trip due to possible faults on it. Considering repair of the component, we use a two-state Markov model to represent this effect as shown in Figure 39. The up and down states of the component are illustrated by \( i \) and \( \bar{i} \), respectively. The parameters \( \lambda_i \) and \( \mu_i \) in the figure are failure and repair rates of the component, respectively.

![Figure 39: Modeling component \( i \) without SPS operation](image-url)
When involved in SPS operation, we assume that there is no simultaneous fault on component \( i \) when it is called upon for a SPS operation. Hence, for a SPS operation component \( i \) is tripped to a state distinct from state \( \bar{i} \).

For a desirable SPS operation, we use \( \hat{i} \) to represent the down state of component \( i \) after the SPS operation. When the power system is returned to a normal operation condition later, component \( i \) can be restored to its up state again. Thus, we add another two-state process representing the desirable SPS operation effect to the previous one and the Markov model of component \( i \) becomes the one as shown in Figure 40. The parameters \( \hat{\lambda}_i \) and \( \hat{\mu}_i \) in the figure are failure and repair rates of the component for desirable SPS operation, respectively.

![Figure 40: Modeling component \( i \) with desirable SPS operation](image)

For an undesirable SPS operation, we use \( i' \) to represent the down state of component \( i \) after the SPS operation. However, since the SPS operation is inadvertent and the power system is actually in a normal operation condition, component \( i \) will be corrected back to its up state again after some checking processes later. Therefore, we need a third two-state process representing the undesirable SPS operation effect integrated into the previous modeling. The Markov model of component \( i \) will evolve to the one as shown in Figure 41. The parameters \( \lambda'_i \) and \( \mu'_i \) in the figure are failure and repair rates of the component for undesirable SPS operation, respectively.

![Figure 41: Modeling component \( i \) with desirable and undesirable SPS operation](image)

As for the case when the SPS fails to operate, we have assumed that component \( i \) will be ultimately tripped from the steady state viewpoint. Here we use \( \tilde{i} \) to represent this down state of component \( i \). However, because the power system has suffered more severe impacts and more components have been tripped, we consider the system restoration in two steps. In the first step, the extra components tripped due to SPS failing to operate other than intended components are switched back to their up states. The second step is the same as if SPS did operate as designed, i.e. the power system returns to a normal operation condition and intended components are restored to their up states again.
Now the operation effect of SPS failing to operate can be illustrated by the Markov process loop connecting states $i$, $\tilde{i}$, and $\hat{i}$ as shown in Figure 42. In this figure, the parameter $\tilde{\lambda}_i$ is the failure rate of component $i$ towards its eventual down state $\tilde{i}$ caused by SPS failing to operate. The parameter $\tilde{\mu}_i$ is the switching rate of the first restorative step after the ultimate tripping effect of SPS failing to operate. The parameter $\hat{\mu}_i$ is the switching rate of the second restorative step, which is the same as the repair rate of component $i$ for its desirable SPS operation as defined in Figure 40 and Figure 41. In fact, Figure 42 is based on and further developed from Figure 41.

![Diagram of the Markov process]

Figure 42: Modeling component $i$ with all SPS operation effects

The Figure 42 depicts the overall reliability model for the intended component $i$ including all SPS operation effects. In summary, component $i$ has five states: the up state $i$, the down state $\tilde{i}$ due to faults on component $i$, the down state $\hat{i}$ due to desirable SPS operations, the down state $i'$ due to undesirable SPS operations, and the down states $\tilde{i}$ due to SPS failing to operate, respectively. If we use $P_i$, $P_\tilde{i}$, $P_\hat{i}$, $P_i'$, and $P_\tilde{i}$ to represent the probabilities of states $i$, $\tilde{i}$, $\hat{i}$, $i'$, and $\tilde{i}$, respectively, we can figure out these probabilities using the frequency balance approach as following.

For state $i$, we have

$$P_i \mu_i + \hat{P}_i \hat{\mu}_i + P_i' \hat{\mu}_i' = P_i (\lambda_i + \tilde{\lambda}_i + \hat{\lambda}_i + \tilde{\lambda}_i)$$  \hspace{1cm} (5.1)

For state $\tilde{i}$, we have

$$P_i \lambda_i = \overline{P}_i \mu_i$$  \hspace{1cm} (5.2)

For state $\hat{i}$, we have
P_i \tilde{\lambda}_i + \tilde{P}_i \tilde{\mu}_i = \hat{P}_i \tilde{\mu}_i \tag{5.3}

For state \( i' \), we have

\[ P_i \lambda'_i = P'_i \mu'_i \tag{5.4} \]

For state \( \tilde{i} \), we have

\[ P_i \tilde{\lambda}_i = \tilde{P}_i \tilde{\mu}_i \tag{5.5} \]

We also have

\[ P_i + \tilde{P}_i + \hat{P}_i + P'_i + \tilde{P}_i = 1 \tag{5.6} \]

Using any four of the five equations (5.1)-(5.5) together with equation (5.6), we can solve and obtain the state probabilities as below.

\[ P_i = 1/K_i \tag{5.7} \]

\[ \tilde{P}_i = \lambda_i/(K_i \mu_i) \tag{5.8} \]

\[ \hat{P}_i = (\hat{\lambda}_i + \tilde{\lambda}_i)/(K_i \tilde{\mu}_i) \tag{5.9} \]

\[ P'_i = \lambda'_i/(K_i \mu'_i) \tag{5.10} \]

\[ \tilde{P}_i = \tilde{\lambda}_i/(K_i \tilde{\mu}_i) \tag{5.11} \]

wherein

\[ K_i = 1 + \frac{\lambda_i}{\mu_i} + \frac{\hat{\lambda}_i + \tilde{\lambda}_i}{\tilde{\mu}_i} + \frac{\lambda'_i}{\mu'_i} + \frac{\tilde{\lambda}_i}{\tilde{\mu}_i} \tag{5.12} \]

### 5.4.1.2 Modeling extra components tripped due to SPS failing to operate other than intended components

In the case of SPS failing to operate, the power system suffers more severe impacts and some components other than intended components will be ultimately tripped from the steady state viewpoint. Here we suppose component \( j \) represents the extra component. Since we have assumed the system restoration in two steps, component \( j \) is switched back directly to its up state in the first step. Thus, the process can be represented by a two-state Markov model, which is illustrated in Figure 43.

Figure 43 shows the overall reliability situation for the extra component \( j \) including SPS operation effects. Component \( j \) has three states: the up state \( j \), the down state \( \tilde{j} \) due to faults on component \( j \), and the down states \( \tilde{j} \) due to SPS failing to operate, respectively. In this figure, the parameter \( \tilde{\lambda}_j \) is the failure rate of component \( j \) towards its eventual down state \( \tilde{j} \) caused by SPS failing to operate. The parameter \( \tilde{\mu}_j \) is the switching rate of the first restorative step after the ultimate tripping effect of SPS failing to operate. The parameters \( \lambda_j \) and \( \mu_j \) in the figure are failure and repair rates of the component due to faults on itself, respectively.
If we use $P_j$, $\overline{P}_j$, and $\overline{\overline{P}}_j$ to represent the probabilities of states $j$, $\overline{j}$ and $\overline{\overline{j}}$, respectively, it is also easy to calculate these probabilities using the frequency balance approach. The results are obtained as follows.

$$P_j = \frac{1}{K_j} \tag{5.13}$$

$$\overline{P}_j = \frac{\lambda_j}{(K_j \mu_j)} \tag{5.14}$$

$$\overline{\overline{P}}_j = \frac{\overline{\lambda}_j}{(K_j \overline{\mu}_j)} \tag{5.15}$$

wherein

$$K_j = 1 + \frac{\lambda_j}{\mu_j} + \frac{\overline{\lambda}_j}{\overline{\mu}_j} \tag{5.16}$$

### 5.4.1.3 Modeling components not involved in SPS operation

All other components not analyzed above are those not involved in SPS operation. Suppose component $k$ is such a component. It is obvious that component $k$ is only influenced by its own faults. Thus, we can model it the same way as if SPS does not exist, which is shown in Figure 44.

In Figure 44, the up and down states of component $k$ are illustrated by $k$ and $\overline{k}$, respectively. The parameters $\lambda_k$ and $\mu_k$ in the figure are failure and repair rates of the component, respectively.

### 5.4.2 Modeling SPS operation at the system level

After we have incorporated SPS operation effects into the component modeling, it becomes feasible to analyze reliability at the power system level including SPS operation. However, the interactions between current-carrying components caused by SPS operations may raise the
complexity and discourage modeling at the system level. Hence, we need to decouple these component interactions first. We still use $i$, $j$, and $k$ to represent the intended components, the extra components, and the components not involved in SPS operation, respectively.

5.4.2.1 Decoupling component interactions by SPS operation

We assume that the faults on a component are independent of those on other components. Thus, the failure mode of a component due to faults on itself has influence only on it without interaction with other components. It is also obvious that in case of desirable SPS operation or undesirable SPS operation, only intended components are tripped without interaction with other components. Hence, the component interactions exist only in the case of SPS failing to operate when called upon.

We have analyzed and modeled the extra components tripped due to SPS failing to operate other than intended components in the previous section. However, this tripping effect is actually not independent. It is always accompanied by the ultimate tripping effect of the intended components from the steady state viewpoint. Considering these two types of components together, we can see that their ultimate tripping effect is actually a kind of common cause failure. For clear illustration, we extract out the related parts in Figure 42 of component $i$ and in Figure 43 of component $j$, and then put them together with little modification as shown in Figure 45. The common cause failure process can be explained as following.

![Figure 45: Decoupling interactions caused by SPS failing to operate](image)

In the first transition of this process, component $i$ transfers from the up state $i$ to the down state $\tilde{i}$ with the failure rate $\tilde{\lambda}_i$, while component $j$ transfers from the up state $j$ to the down state $\tilde{j}$ with the failure rate $\tilde{\lambda}_j$, which equals to $\tilde{\lambda}_i$ in value due to common cause failure of the two components. The second transition of this process is actually the first restorative step after
SPS failing to operate as mentioned previously. Component $i$ transfers from state $\Bar{i}$ to another down state $\Hat{i}$ with the switching rate $\Hat{\mu}_i$, while component $j$ returns from state $\Bar{j}$ to its up state $j$ with the repair rate $\Bar{\mu}_j$, which is the same as $\Hat{\mu}_i$ due to the switching operation. The third and last transition of the process is actually the second restorative step after SPS failing to operate. Component $i$ transfers from state $\Hat{i}$ to its up state $i$ with the switching rate $\Hat{\mu}_i$, which is the same as the repair rate of component $i$ for its desirable SPS operation. Therefore, if we are only concerned with transitions between up and down states of component $j$, this kind of common cause failure makes the extra component $j$ experience a two-state process with its transition rates derived directly from the intended component $i$.

5.4.2.2 Impact of SPS operation on modeling non-contingency system states

SPS operations do have influence on modeling system states. However, for system states in which the intended components are already down due to their own faults, SPS cannot be put into operation. Hence, there will be no change for modeling these states as if without SPS. The system state $(\cdots \Bar{i} \cdots j \cdots k \cdots)$ in Figure 46 is such a case, which represents the intended component $i$ already being down due to faults on itself, the extra component $j$ being up, and component $k$ not involved in SPS operation also being up.

![Diagram](image)

Figure 46: Impact of SPS operation on modeling non-contingency system states

If the intended components are in their up states, SPS can be alarmed and put into operation. Nevertheless, the impact of SPS operation on modeling system states is still dependent upon whether the states are in contingency or not.

For non-contingency system states, SPS is not designed to operate. The case of desirable SPS operation will not occur and so does the case of SPS failing to operate. But SPS could operate mistakenly, i.e. undesirable SPS operation could exist. Figure 46 is the illustration of the impact of SPS operation on modeling non-contingency system states. In this figure, the system state $(\cdots i \cdots j \cdots k \cdots)$ is such a non-contingency state that components $i$, $j$, and $k$ are all in up states. We already know that undesirable SPS operations only influence intended components without interaction with other components. Thus, a new system state $(\cdots i' \cdots j \cdots k \cdots)$ with connection to this non-contingency state is added, in which $i'$ represents the intended component $i$ being tripped down due to undesirable SPS operation.
5.4.2.3 Impact of SPS operation on modeling contingency system states

For contingency system states, SPS is designed to operate. Hence, inadvertent SPS operation, i.e. undesirable SPS operation will not occur. So, there are two types of SPS operation effects relating to this situation, i.e. desirable SPS operation and the case of SPS failing to operate. Figure 47 is the illustration of the impact of SPS operation on modeling contingency system states. In this figure, the system state \((\ldots i \ldots j \ldots \bar{k} \ldots)\) is a contingency state with components \(i\) and \(j\) being up but component \(k\) being down.

![Figure 47: Impact of SPS operation on modeling contingency system states](image)

Although desirable SPS operations only influence intended components without interaction with other components, it is always practical to restore the power system to a normal or non-contingency state rather than the original contingency state after desirable SPS operations. Therefore, after the system transfers from the contingency state \((\ldots i \ldots j \ldots \bar{k} \ldots)\) to a new state \((\ldots \hat{i} \ldots j \ldots \bar{k} \ldots)\) representing the desirable SPS operation, it will not go back to state \((\ldots i \ldots j \ldots \bar{k} \ldots)\) again as component \(i\) being restored to its up state. Instead, we assume the system will be restored to a non-contingency system state which is in the nearest connection but has more components up than the original contingency state \((\ldots i \ldots j \ldots \bar{k} \ldots)\). Suppose the state \((\ldots i \ldots j \ldots k \ldots)\) is one of such non-contingency system states. The three system states \((\ldots i \ldots j \ldots \bar{k} \ldots), (\ldots \hat{i} \ldots j \ldots \bar{k} \ldots),\) and \((\ldots i \ldots j \ldots k \ldots)\) form a Markov loop as shown in Figure 47.

For the case of SPS failing to operate, we previously analyzed the existing common cause failures and decoupled the interactions between current-carrying components. Based on the information, we know that the system will transfer from the contingency state \((\ldots i \ldots j \ldots \bar{k} \ldots)\) to a new state \((\ldots \tilde{i} \ldots \tilde{j} \ldots \tilde{k} \ldots)\) representing the ultimate tripping effect of SPS failing to operate from the steady state viewpoint as shown in Figure 47. Then as the first restorative step, the system will transfer to the state \((\ldots \hat{i} \ldots j \ldots \bar{k} \ldots)\) representing the desirable SPS operation. The second restorative step is all the same as the restorative process of the desirable SPS operation, i.e. the system is restored to the non-contingency state \((\ldots i \ldots j \ldots k \ldots)\). The four system states \((\ldots i \ldots j \ldots \bar{k} \ldots), (\ldots \tilde{i} \ldots \tilde{j} \ldots \tilde{k} \ldots), (\ldots \hat{i} \ldots j \ldots \bar{k} \ldots),\) and \((\ldots i \ldots j \ldots k \ldots)\) also form a Markov loop as shown in Figure 47.
5.4.2.4 Reliability modeling of power systems with impact of SPS operation

We have assumed the failure mode of a component due to faults on itself is independent. Therefore, the reliability modeling of power systems without SPS operation is a one-layer Markov chain as illustrated in Figure 48. In this figure, each block represents a system state and all system states are independent of each other. In addition, all transitions between any two states are single-step transitions.

![Figure 48: Reliability modeling of power systems without SPS operation](image)

However, if the impact of SPS operation needs to be considered, the reliability modeling of power systems will become a two-layer Markov chain as shown in Figure 49. The first layer is all the same as that in Figure 48. We name it the primary layer, which consists of the independent system states with single-step transitions. The second layer is a dependent one added to the primary layer to reflect the impact of SPS operation. As we have explained in previous content, different system states correspond to different SPS operation effects.

For a system state in which the intended components are already down due to their own faults, SPS cannot be put into operation. Hence, there will be no dependent second-layer state attached to this system state, e.g. \((\cdots i \cdots j \cdots k \cdots)\).
For a non-contingency system state with the intended components up, the tripping effect of undesirable SPS operation exists. Thus, there will be a dangling second-layer state attached to this system state, e.g. \( \cdots i \cdots j \cdots k \cdots \).

Figure 49: Reliability modeling of power systems with impact of SPS operation

For a contingency system state with the intended components up, there exist two types of SPS operation effects, i.e. desirable SPS operation and that of SPS failing to operate. Therefore, there will be a group of two second-layer states attached to this system state, e.g. \( \cdots i \cdots j \cdots k \cdots \). In addition, this second-layer group also attaches to a non-contingency system state, e.g. \( \cdots i \cdots j \cdots k \cdots \), which is in the nearest connection with but has more components being up than the original contingency state, i.e. \( \cdots i \cdots j \cdots k \cdots \).

The methodology of power system reliability modeling with impact of SPS operation can be summarized as following.

1) Set up the primary layer Markov chain.
2) Classify system states of the primary layer.
3) Attach the second-layer states to non-contingency states of the primary layer.
4) Attach the second-layer states to contingency states of the primary layer.
5) Use analytical method or Monte Carlo Simulation for reliability calculation.
6 Consideration of SPS in planning

This chapter considers SPS within the context of long-term planning. With the background of fast growing wind energy in power system, SPS applications motivated by wind energy becomes increasingly interesting in long-term planning. This topic is discussed in section 6.1.

High penetration of SPS increases the complexity of system planning and operation. The complexity increases the possibility of undesirable and unintended interactions among SPS, potentially degrading to system reliability. In this chapter, section 6.2 conceptually discusses the increase in operational complexity with higher levels of SPS penetration.

It is typical that reliability problems encountered within planning studies may be corrected either by building new transmission or by installing an SPS. SPS are almost always much less expensive ways to correct reliability problems, since they generally require only relays, communication equipment, computing and associated actuation logic, and tripping devices. Section 6.3 presents a framework to address the problem of SPS-aided transmission expansion planning in power system, and section 6.4 discusses the results.

6.1 Electric system long-term planning with SPS

6.1.1 Electric system long-term planning

The electric system planning process is the systematic assembly and analysis of information about electric energy supply, transport, and demand, and the presentation of this information to decision-makers who must choose an appropriate course of action. The composite power system expansion planning usually is developed by reliability justification or economic justification. Traditional system expansion planning is reliability based.

Reliability evaluation has been segregated into hierarchical levels HL-I (generation only), HL-II (generation and transmission), and HL-III (generation, transmission, and distribution), where the last is normally addressed by assuming the generation and transmission sides are perfectly reliable. The generation and transmission adequacy of composite system at hierarchical level HL-II is generally evaluated with the loss of load probability (LOLP) and the loss of load expectation (LOLE) [133].

In generation and transmission adequacy assessment, power system uncertainties, including load uncertainty, generation outage and transmission system contingency are modeled to calculate the reliability indices. Practically, there are two ways to perform the reliability evaluation: enumeration and Monte-Carlo simulation. Monte Carlo simulation, in theory, can include effects of all possible events on system. The required number of samples is independent of the size of the system to maintain a given accuracy level. Reference [134] gives a thorough description of reliability evaluation for generation and transmission planning procedures.

Wind energy is growing fast and becoming a major portion of energy portfolio in many states. The federal government committed to supply 20% or more of the nation’s electric energy needs from wind energy resources by 2030 [135]. Identifying what type and location of transmission is required to effectively integrate wind power is an important planning issue. It is a long term decision which involves decision criteria in terms of security, economy and
environment. Generation and transmission expansion for wind power integration rely on adding generation and transmission capacity to support transmission and reserve margin requirements when confronted with increasing wind power. To perform the planning procedure for wind power integration, the wind power uncertainty is typically characterized by a probability distribution. Then by using Monte-Carlo simulation, the reliability indices are calculated and generation and transmission capacity requirements can be chosen.

6.1.2 SPS planning related to wind

In the US, generation is growing 4 times faster than transmission, and the transmission capacity growth rate has been ~1/3 of peak load. Transmission upgrades are considered to be expensive and is constrained by time, land and environment. In Texas, which has about 25% of U.S. wind power, significant growth in 2008 pushed generation past transmission capacity by 65% by the end of that year [136]. In the near future, utilities will need devices such as SPS to trip non-priority generation since if transmission does not grow at the required pace. Thus, SPS, mainly in the form of wind generation rejection, is used to facilitate meeting reliability requirements while interconnecting wind power to the grid.

6.1.3 Accounting for SPS in planning

Special protection scheme, different from conventional local protection relay to isolate the faulted elements, is a wide area protection scheme. SPS uses wide area measurements to observe system behaviors [137], and takes wide area countermeasures to avoid unstable and unusual stresses on power systems. SPS actions include, among others, changes in load, generation, or system configuration to maintain system stability, acceptable voltages or power flows. Most of SPS are implemented by feed forward control. With feed forward control, the effect of disturbances or contingencies must be predicted accurately, and there must not be any unmeasured disturbances. Otherwise, the unmeasured disturbances will result in unintended action by SPS. Once a control signal has been sent by feed forward control in SPS, it cannot be further adjusted; any corrective adjustment must be by way of a new control signal. The reliability of SPS on precise control thus highly depends on the original control logic design.

The benefit of SPS is that it is a relatively inexpensive way to expand secure operation conditions. The cost of SPS is that its implementation results in exposure to additional failure modes. In generation and transmission expansion planning, potential unintended events corresponding to these additional failure modes can be predicted, assessed, and considered within a planning decision framework.

6.2 SPS interaction

The topic of SPS interaction and the proposed ways to identify such fault modes and their reliability indices using Monte Carlo simulation were presented in chapter 5. In this section, further insights into it in the light of planning is presented, especially weighing the issues related to high SPS penetration with respect to high cost transmission upgrade solution. The undesirable interactions among SPS degrade the reliability of system operation. Two major sources trigger undesirable and unintended interactions among SPS. One is failure of SPS. Another is faulty design logic of SPS.

Typically, SPS involves input (measurements), decision making system and action. Each component has failure rate though usually the failure rate is very low. The component failure of
SPS may result in interactions with other SPS. For example, a mis-operation of a generation rejection scheme which mis-trips a generation unit may result in a under frequency load shedding. Thus, a reliable SPS requires an appropriate level of redundancy. To enhance the reliability of SPS itself, the following NERC standards apply to SPS design [17]:

- SPS shall be designed so that cascading transmission outages or system instability do not occur for failure of a single component of an SPS, which would result in failure of the SPS to operate when required.
- Mis-operation, incorrect operation, or unintended operation of an SPS when considered by itself and not in combination with any other system contingency shall meet the system performance requirements as defined under NERC Planning Standards on Transmission Systems.
- All SPS installations shall be coordinated with other system protection and control schemes.
- All SPS operations shall be analyzed for correctness and documented.

Fault in SPS design logic is another source for undesirable interaction. Taking generation rejection scheme as an example, when the system is stressed with heavy loading, after a generation rejection scheme takes action to depress a stress of overload, the generation reschedule changes the power flow may result in overload on another transmission line and trip another generator by SPS, and result in cascading trip of generators if the SPS are not designed properly. It is difficult to design a backup scheme to avoid the incorrect logic for high penetration SPS. In contrary, transmission network upgrade can release the stress of operation thoroughly.

In Chapter 4, the reliability model of SPS was presented. To analyze the impacts of SPS interaction to system reliability, the SPS reliability model should be modeled in the simulation. By Monte Carlo simulation, the impacts can be calculated and associated with reliability indices.

### 6.2.1 Complexity for high penetration SPS

The interactions among SPS discussed above increase the complexity of power system planning, particularly for high penetration of SPS. Comparing with transmission planning, SPS planning is relatively new in power industry. Analysis on complexity of high penetration SPS is meaningful for power system planning.

According to Cambridge Advanced Learner's Dictionary, the definition of the word complexity is “when something has many parts and may be difficult to understand or find an answer to.” In the definitions of complexity in science and technology, it often used to describe a system with numerous elements which have intricate relationships among them. Warren Weaver categorized complexity as disorganized complexity and organized complexity [138] which influenced contemporary thinking about complexity. For the interactions under high penetration of SPS, it is a problem in which the number of elements is large, and the behavior of interactions triggered by the chain of unpredictable events associated with a contingency is difficult to manage or perhaps totally unknown which is characteristic of disorganized complexity.

Conceptually, the relation between the number of SPS and system operational risk is shown in Figure 50.
Illustrated in Figure 50, when the system load increases, for example, from 50GW to 100GW gradually shown by the dotted line, the system becomes increasingly stressed. Without any action, as shown by the green line, the operational risk is increasing and becomes unacceptable when the load demand is increased beyond 80GW as shown at point A in Figure 50. With SPS, the operational risk can be reduced. But as the number of SPS increases, the operational risk associated with the undesirable interactions among SPS increases. Without transmission upgrade, utilizing more SPS reaches the limit of acceptable operational risk at a load of 100 GW, as shown at point B. On the other hand, use of transmission network upgrades enable operation within the acceptable risk limit for loading levels well beyond 100 GW, as shown by the dark blue line in the figure. But use of transmission upgrades only is an expensive approach. A practical way is to combine the two approaches, SPS installation and transmission network upgrade, to achieve secure operation of the system. In Section 6.2.2 below, a small system case study is used to illustrate the limit of SPS, the number of events increasing exponentially and more lost load occurring with the increasing number of SPS.

6.2.2 Illustration

Small system for overload-motivated wind plant rejection

Assume three 100 MW wind plants are built in sequence A, B, and C, as shown in Figure 51. Branch data for the system on a 100 MVA base are given in Table 15.
Matlab code was written to perform DC power flow analysis on this system, assuming Bus O as the reference bus. Assessment was done for various combinations of wind plants on-line, line outages, and wind plants tripped based on SPS. Results are summarized in Table 16. We can notice from the simple illustration that the chances of interactions among SPS increases under certain contingencies. Such Monte Carlo simulation based on the approach presented in chapter 5 can be done for many loading conditions for a system with many SPS, to identify the undesirable consequences and plan to mitigate them.

All post-contingency overload problems may also be corrected without SPS by building one transmission line with impedance 0.111 and capacity 182 MW from node C to node O, as shown in Figure 52.
Table 16: SPS designs for different wind plant growth stages

<table>
<thead>
<tr>
<th>Wind plants operating</th>
<th>Actuating line outages</th>
<th>Gen trip</th>
<th>Post-contingency line flows (percent of normal rating)</th>
<th>Events resulting in lost load</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>none</td>
<td>none</td>
<td>.22</td>
<td>.39</td>
</tr>
<tr>
<td>A</td>
<td>O-B</td>
<td>none</td>
<td>-</td>
<td>.53</td>
</tr>
<tr>
<td>A</td>
<td>O-A</td>
<td>none</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>A,B</td>
<td>none</td>
<td>none</td>
<td>.65</td>
<td>.64</td>
</tr>
<tr>
<td>A,B</td>
<td>O-B</td>
<td>none</td>
<td>-</td>
<td>1.05</td>
</tr>
<tr>
<td>A,B</td>
<td>O-B</td>
<td>B</td>
<td>-</td>
<td>.53</td>
</tr>
<tr>
<td>A,B</td>
<td>O-A</td>
<td>none</td>
<td>-</td>
<td>0</td>
</tr>
<tr>
<td>A,B</td>
<td>O-A</td>
<td>A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>A,B,C</td>
<td>none</td>
<td>none</td>
<td>1.0</td>
<td>.95</td>
</tr>
<tr>
<td>A,B,C</td>
<td>O-B</td>
<td>none</td>
<td>-</td>
<td>1.58</td>
</tr>
<tr>
<td>A,B,C</td>
<td>O-B</td>
<td>B,C</td>
<td>-</td>
<td>0.53</td>
</tr>
<tr>
<td>A,B,C</td>
<td>O-A</td>
<td>none</td>
<td>2.5</td>
<td>-</td>
</tr>
<tr>
<td>A,B,C</td>
<td>O-A</td>
<td>A,C</td>
<td>.83</td>
<td>-</td>
</tr>
<tr>
<td>A,B,C</td>
<td>A-C</td>
<td>none</td>
<td>1.27</td>
<td>.96</td>
</tr>
<tr>
<td>A,B,C</td>
<td>A-C</td>
<td>C</td>
<td>.75</td>
<td>.69</td>
</tr>
<tr>
<td>A,B,C</td>
<td>B-C</td>
<td>none</td>
<td>1.39</td>
<td>1.31</td>
</tr>
<tr>
<td>A,B,C</td>
<td>B-C</td>
<td>B,C</td>
<td>.33</td>
<td>.46</td>
</tr>
</tbody>
</table>

Figure 52: Small system with transmission upgrade

Although construction of the line would be expensive, there is significant benefit in two main ways:
• **Reduced level of complexity**: The overall system is simpler to operate and maintain.
  Without SPS,
  o there is no need to perform periodic maintenance, including self-checks for operability, to ensure integrity of sensing, communication, and actuation;
  o there is no need to monitor arming of schemes;
  o there is no anxiety felt by individuals responsible for ensuring the integrity of the SPS and of the power system being operate

• **More reliable system**: Without SPS,
  o there is no possibility of lost load due to an inadvertent trip during normal conditions;
  o there is no tripping for the actuating line outages (this refers to the lost load when SPS works in Table 16)
  o there is no possibility of lost load due to SPS failure
  o there is no possibility of lost load due to inadvertent SPS operations following a first-trip

6.3 **Incorporating SPS in generation and transmission expansion planning**

The electric grid has been undergoing rapid growth in load. Also more and more generation especially renewable sources are being connected to the grid. However, limited transmission poses a problem to this growth, which if not taken care of will lead to the electric grid not being able to meet demand and accommodate cheaper generating resources. SPS are economically cheaper than transmission expansion and could help alleviate the problem of ever increasing load and aggressive renewable generation installation.

6.3.1 **Case study**

The system used is a 5 bus system with 4 generators as shown in Figure 53. This system is used to illustrate and solve a 15 year planning problem that incorporates SPS and transmission expansion plans into achieving demand and generation expansion plans from 2015-2029. The goal is to minimize production costs and investments costs while also minimizing operational complexity that comes with increasing number of SPS. The loads at Bus 2, Bus 3, and Bus 4 are assumed to be growing at 3%, 4%, and 3.5% respectively as shown in Table 18. Table 19 presents the test system branch data. Table 20 shows the generator cost data, and Table 21 presents the generation expansion plans through the various planning period.

<table>
<thead>
<tr>
<th>Table 17: Time periods</th>
</tr>
</thead>
<tbody>
<tr>
<td>Periods</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
</tbody>
</table>
Table 18: Forecasted load

<table>
<thead>
<tr>
<th>Bus/Year</th>
<th>2010</th>
<th>2015</th>
<th>2020</th>
<th>2025</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bus 2</td>
<td>500</td>
<td>579.65</td>
<td>671.95</td>
<td>779</td>
</tr>
<tr>
<td>Bus 3</td>
<td>400</td>
<td>486.68</td>
<td>592.08</td>
<td>720.36</td>
</tr>
<tr>
<td>Bus 4</td>
<td>350</td>
<td>415.70</td>
<td>493.71</td>
<td>586.36</td>
</tr>
</tbody>
</table>

Table 19: Branch data

<table>
<thead>
<tr>
<th>Line</th>
<th>Reactance</th>
<th>Capacity</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-2</td>
<td>0.2</td>
<td>90MW</td>
</tr>
<tr>
<td>1-3</td>
<td>0.25</td>
<td>90MW</td>
</tr>
<tr>
<td>2-3</td>
<td>0.1</td>
<td>800MW</td>
</tr>
<tr>
<td>2-5</td>
<td>0.1</td>
<td>800MW</td>
</tr>
<tr>
<td>3-4</td>
<td>0.1</td>
<td>800MW</td>
</tr>
<tr>
<td>3-5</td>
<td>0.1</td>
<td>800MW</td>
</tr>
<tr>
<td>4-5</td>
<td>0.1</td>
<td>800MW</td>
</tr>
</tbody>
</table>
Generator cost curves are assumed to be in a quadratic form,
\[ z = a + bP + cP^2 \] (6.1)

Table 20: Generator data

<table>
<thead>
<tr>
<th>Generator</th>
<th>( c ) co-efficient</th>
<th>( b ) co-efficient</th>
<th>Capacity at 2015</th>
</tr>
</thead>
<tbody>
<tr>
<td>G1</td>
<td>0.09</td>
<td>20</td>
<td>80MW</td>
</tr>
<tr>
<td>G3</td>
<td>0.25</td>
<td>20</td>
<td>800MW</td>
</tr>
<tr>
<td>G4</td>
<td>0.20</td>
<td>40</td>
<td>800MW</td>
</tr>
<tr>
<td>G5</td>
<td>0.01</td>
<td>40</td>
<td>800MW</td>
</tr>
</tbody>
</table>

Table 21: Generation expansion plans

<table>
<thead>
<tr>
<th>Generator (G1)</th>
<th>Year</th>
<th>Expansion plans</th>
</tr>
</thead>
<tbody>
<tr>
<td>G1</td>
<td>2015</td>
<td>80MW to 200MW</td>
</tr>
<tr>
<td>G1</td>
<td>2020</td>
<td>200MW to 300MW</td>
</tr>
<tr>
<td>G1</td>
<td>2025</td>
<td>300MW to 400MW</td>
</tr>
</tbody>
</table>

6.3.2 Transmission expansion options and specifications

- **Options**
  - Build line from bus 1 to bus 2
  - Build line from bus 1 to bus 3
  - Build double lines from bus 1 to bus 2, and bus 1 and bus 3

- **Specifications**
  - Line capacity should vary between 50MW to 200MW
  - SPS cannot be used on a new line

- **Operational constraints**
  - Only one generating unit should be tripped at a given time
  - Not more than two lines can be tripped at the same time

6.3.3 Transmission expansion tree

Transmission expansion tree is a tree that shows possible actions (i.e., transmission only or SPS-aided transmission expansion options) that can be taken at different periods to accommodate more generation expansion plans and load growth, as shown in Figures 54 and 55. We found 27 possible solutions that include transmissions only solution as well as many SPS-aided transmission expansion options, as shown in Table 22 that is continued over 3 pages. In Table 22, for instance build 1-23 means building third line from bus 1 to bus 2, where the original line is names as 1-21.
Input planning year, load and system parameters

Starting from the line building option bus 1-bus 2, compute the impedance necessary for 50MW

Compute $lodf$ and optimal power flow

Apply contingency

Does new line survive all N-1 contingency and does system obey all system operating conditions?

No

Yes

Increase rating by 10MW and compute new impedance

Search among all possible planning options that meet the load demand, with minimum production costs

Then go to the next possible line connection (bus 1-bus 3) and double line building option (bus 1-bus 2 and bus 1-bus 3)

Figure 54: Transmission tree expansion- numerical optimization
Table 22: Possible solutions

<table>
<thead>
<tr>
<th>Year</th>
<th>2015</th>
<th>2020</th>
<th>2025</th>
</tr>
</thead>
</table>
| **X1** | Build 1-22 100MW X = 0.18  
Build 1-32 50MW X = 0.45; NO SPS | Build 1-23 60MW X = 0.30  
Build 80MW 1-33 X = 0.2813; NO SPS | Build 1-24 50MW X = 0.36  
Build 1-34 90MW X = 0.25; NO SPS |
| **X2** | Build 1-22 100MW X = 0.18  
Build 1-32 50MW X = 0.45 NO SPS | Build 1-23 70MW X = 0.2571  
Put SPS on 1-31  
Put SPS on 1-32  
2 SPS | Build 1-24 90MW X = 0.36  
Put SPS on 1-31  
Put SPS on 1-32  
2 SPS |
| **X3** | Build 1-22 100MW X = 0.18  
Build 1-32 50MW X = 0.45 NO SPS | Build 90MW 1-33 X = 0.25  
Put SPS on 1-21  
Put SPS on 1-22  
2 SPS | Build 90MW 1-23 X = 0.20  
Build 80MW 1-34 X = 0.2813 NO SPS |
| **X4** | Build 1-22 120MW X = 0.15 Put SPS on 1-21 Put SPS on 1-31 2 SPS | Build 100 MW 1-23 X = 0.1636  
Put SPS on 1-31 3 SPS | Build 100 MW 1-24 X = 0.1636  
Put SPS on 1-31 1 SPS |
| **X5** | Build 1-22 120MW X = 0.15 Put SPS on 1-21 Put SPS on 1-31 2 SPS | Build 100 MW 1-23 X = 0.1636  
Put SPS on 1-31 1 SPS | Build 150MW 1-24 X = 0.12  
Build 200MW 1-32 X = 0.1125 NO SPS |
| **X6** | Build 1-22 120MW X = 0.15 Put SPS on 1-21 Put SPS on 1-31 2 SPS | Build 130MW 1-32 X = 0.1731  
Put SPS on 1-22  
Put SPS on 1-31 3 SPS | Build 90MW 1-23 X = 0.20  
Put SPS on 1-31  
Put SPS on 1-32 2 SPS |
<table>
<thead>
<tr>
<th>Year</th>
<th>2015</th>
<th>2020</th>
<th>2025</th>
</tr>
</thead>
<tbody>
<tr>
<td>X7</td>
<td>Build 1-22 120MW X=0.15Build 130MW 1-32 X=0.1731Put SPS on 1-21Put SPS on 1-22Put SPS on 1-313 SPSPut SPS on 1-324 SPS Build 140MW 1-33 X=0.1607Put SPS on 1-21Put SPS on 1-22Put SPS on 1-31Put SPS on 1-32</td>
<td></td>
<td></td>
</tr>
<tr>
<td>X8</td>
<td>Build 1-22 120MW X=0.15Build 130MW 1-32 X=0.1731Put SPS on 1-21Put SPS on 1-22Put SPS on 1-313 SPSPut SPS on 1-32 Build 80MW 1-23 X=0.225Build 90MW 1-33 X=0.25NO SPS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>X9</td>
<td>Build 1-22 120MW X=0.15Build 120MW 1-32 X=0.1875Build 70MW 1-23 X=0.2571NO SPSBuild 50MW 1-24 X=0.36Put SPS on 1-31Put SPS on 1-322 SPS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>X10</td>
<td>Build 1-22 120MW X=0.15Build 120MW 1-32 X=0.1875Build 70MW 1-23 X=0.2571NO SPSBUILD 100MW 1-33 X=0.225NO SPS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>X11</td>
<td>Build 1-22 120MW X=0.15Build 120MW 1-32 X=0.1875Build 70MW 1-23 X=0.2571NO SPSBUILD 100MW 1-33 X=0.225BUILD 50MW 1-24 X=0.36NO SPS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>X12</td>
<td>Build 1-22 120MW X=0.15Build 120MW 1-32 X=0.1875Build 50MW 1-23 X=0.361 SPSBuild 70MW 1-24 X=0.2571Put SPS on 1-31Put SPS on 1-322 SPS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>X13</td>
<td>Build 1-22 120MW X=0.15Build 120MW 1-32 X=0.1875Build 50MW 1-23 X=0.361 SPSBUILD 100MW 1-33 X=0.225BUILD 50MW 1-24 X=0.36NO SPS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>X14</td>
<td>Build 1-32 120MW X=0.15Build 160MW 1-22 X=0.1125Put SPS on 1-21Put SPS on 1-313 SPSBuild 90MW 1-23 X=0.2Put SPS on 1-31Put SPS on 1-322 SPS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>X15</td>
<td>Build 1-32 120MW X=0.15Build 160MW 1-22 X=0.1125Put SPS on 1-21Put SPS on 1-313 SPSBuild 120MW 1-33 X=0.1875Put SPS on 1-21Put SPS on 1-222 SPS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Year</td>
<td>2015</td>
<td>2020</td>
<td>2025</td>
</tr>
<tr>
<td>------</td>
<td>------</td>
<td>------</td>
<td>------</td>
</tr>
</tbody>
</table>
| X16  | Build 1-32 120MW  
X=0.15  
Put SPS on 1-21  
Put SPS on 1-31  
2 SPS | Build 160MW 1-22  
X=0.1125  
Put SPS on 1-21  
Put SPS on 1-31  
3 SPS | Build 100MW 1-33  
X=0.225  
Build 50MW 1-23  
X=0.36  
NO SPS |
| X17  | Build 1-32 120MW  
X=0.15  
Put SPS on 1-21  
Put SPS on 1-31  
2 SPS | Build 170MW 1-22  
X=0.1059  
Put SPS on 1-21  
Put SPS on 1-31  
2 SPS | Build 90MW 1-23  
X=0.2  
Put SPS on 1-31  
Put SPS on 1-32  
2 SPS |
| X18  | Build 1-32 120MW  
X=0.15  
Put SPS on 1-21  
Put SPS on 1-31  
2 SPS | Build 170MW 1-22  
X=0.1059  
Put SPS on 1-21  
Put SPS on 1-31  
2 SPS | Build 120MW 1-33  
X=0.15  
Put SPS on 1-21  
Put SPS on 1-32  
2 SPS |
| X19  | Build 1-32 120MW  
X=0.15  
Put SPS on 1-21  
Put SPS on 1-31  
2 SPS | Build 170MW 1-22  
X=0.1059  
Put SPS on 1-21  
Put SPS on 1-31  
2 SPS | Build 100MW1-33  
X=0.225  
Build 50MW 1-23  
X=0.36  
NO SPS |
| X20  | Build 1-32 120MW  
X=0.15  
Put SPS on 1-21  
Put SPS on 1-31  
2 SPS | Build 190MW 1-22  
X=0.0947  
Put SPS on 1-21  
1 SPS | Build 90MW 1-23  
X=0.2  
Put SPS on 1-31  
Put SPS on 1-32  
2 SPS |
| X21  | Build 1-32 120MW  
X=0.15  
Put SPS on 1-21  
Put SPS on 1-31  
2 SPS | Build 190MW 1-22  
X=0.0947  
Put SPS on 1-21  
1 SPS | Build 120MW 1-33  
X=0.15  
Put SPS on 1-21  
1 SPS |
| X22  | Build 1-32 120MW  
X=0.15  
Put SPS on 1-21  
Put SPS on 1-31  
2 SPS | Build 190MW 1-22  
X=0.0947  
Put SPS on 1-21  
1 SPS | Build 100MW1-33  
X=0.225  
Build 50MW 1-23  
X=0.36  
NO SPS |
| X23  | Build 1-32 120MW  
X=0.15  
Put SPS on 1-21  
Put SPS on 1-31  
2 SPS | Build 110MW 1-33  
X=0.2045  
Put SPS on 1-21  
1 SPS | Build 190MW 1-22  
X=0.0947  
Put SPS on 1-21  
1 SPS |
| X24  | Build 1-32 120MW  
X=0.15  
Put SPS on 1-21  
Put SPS on 1-31  
2 SPS | Build 110MW 1-33  
X=0.2045  
Put SPS on 1-21  
1 SPS | Build 120MW 1-34  
X=0.1875  
Put SPS on 1-21  
1 SPS |
| X25  | Build 1-32 120MW  
X=0.15  
Put SPS on 1-21  
Put SPS on 1-31  
2 SPS | Build 110MW 1-33  
X=0.2045  
Put SPS on 1-21  
1 SPS | Build 50MW 1-34  
X=0.45  
Build 180MW 1-22  
X=0.1  
NO SPS |
<table>
<thead>
<tr>
<th>Year</th>
<th>2015</th>
<th>2020</th>
<th>2025</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Build 1-32 120MW X=0.15</td>
<td>Build 150MW 1-22 X=0.12</td>
<td>Build 70MW 1-34 X=0.3214</td>
</tr>
<tr>
<td></td>
<td>Put SPS on 1-21</td>
<td>Build 50MW 1-33 X=0.45</td>
<td>Put SPS on 1-21</td>
</tr>
<tr>
<td></td>
<td>Put SPS on 1-31</td>
<td>NO SPS</td>
<td>Build 50MW on 1-22</td>
</tr>
<tr>
<td></td>
<td>2 SPS</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Year</th>
<th>2015</th>
<th>2020</th>
<th>2025</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Build 1-32 120MW X=0.15</td>
<td>Build 150MW 1-22 X=0.12</td>
<td>Build 1-23 50MW X=0.36</td>
</tr>
<tr>
<td></td>
<td>Put SPS on 1-21</td>
<td>Build 50MW 1-33 X=0.45</td>
<td>Build 1-34 50MW</td>
</tr>
<tr>
<td></td>
<td>Put SPS on 1-31</td>
<td>NO SPS</td>
<td>X=0.45</td>
</tr>
<tr>
<td></td>
<td>2 SPS</td>
<td></td>
<td>NO SPS</td>
</tr>
</tbody>
</table>

6.3.4 Operational complexity

SPS are economically cheaper but their increase can actually increase operational complexity of the electric grid. In regards to power system maintenance, SPS increases operation complexity because with the increased transmission system utilization that comes with the application of SPS, planned transmission outages may become more difficult to schedule. In the area of protection co-ordination, coordinating multiple SPS with other protection systems causes co-ordination complexity. With regards to mis-operation, mis-operation of one SPS could bring about serious cascading consequences. Therefore, it is necessary to come up with a metric that can measure how much complexity we bring into the system by using SPS, and use that metric as one of the decision criteria at the planning stage.

An operational complexity metric proposed in this report is the total number of states of SPS failure modes that will be encountered in reliability studies. The states will increase as the number of SPS in the system increases, which will indicate the possibility of increasing operational complexity. For instance, one SPS has at least 3 states:

1. No failure mode
2. Will fail to operate
3. Will inadvertently operate

Likewise,

- 2 SPS will have 8 states
- 3 SPS will have 27 states
- 4 SPS will have 64 states
- 20 SPS will have 8000 states
- 50 SPS will have 125000 states

For example, in option X16 of Table 22,

- For 2015 - Build 120MW 1-32 and put SPS on 1-21 and 1-31 (2 SPS)
- For 2020 - Build 160MW 1-22 and put SPS on 1-21, 1-31, 1-32 (3 SPS)
- For 2025 - Build 100MW 1-33 and 50MW 1-23 (no SPS)
Based on our definition, we have a total complexity of $2^3 + 3^3 + 0^3 = 35$ states.

### 6.3.5 Production costs

Production cost refers to the operational costs accompanied with producing electric energy. The optimized production cost for a planning option is computed as,

$$\text{Min } \sum_j \sum_i \text{ProC}_ij \times P_i \times 8760$$  \hspace{1cm} (6.2)

where,

- $\text{ProC}_ij$ is the production cost for $i^{\text{th}}$ loading scenario of $j^{\text{th}}$ year,
- $P_i$ is the probability of $i^{\text{th}}$ loading scenario of $j^{\text{th}}$ year.

The optimization is subject to generator capacity constraint, transmission capacity constraint, power balance, and network flow constraints. The system loading scenarios used for computing production cost of various planning options are represented in terms of percentage of peak load. The probabilities of load profile shown in Table 23 were estimated from MISO load duration curve [139].

<table>
<thead>
<tr>
<th>Loading scenarios</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>40%</td>
<td>0.0297</td>
</tr>
<tr>
<td>45%</td>
<td>0.0191</td>
</tr>
<tr>
<td>50%</td>
<td>0.0894</td>
</tr>
<tr>
<td>55%</td>
<td>0.1084</td>
</tr>
<tr>
<td>60%</td>
<td>0.1998</td>
</tr>
<tr>
<td>65%</td>
<td>0.2317</td>
</tr>
<tr>
<td>70%</td>
<td>0.145</td>
</tr>
<tr>
<td>75%</td>
<td>0.097</td>
</tr>
<tr>
<td>80%</td>
<td>0.0365</td>
</tr>
<tr>
<td>85%</td>
<td>0.0228</td>
</tr>
<tr>
<td>90%</td>
<td>0.0114</td>
</tr>
<tr>
<td>95%</td>
<td>0.008</td>
</tr>
<tr>
<td>100%</td>
<td>0.0034</td>
</tr>
</tbody>
</table>

### 6.3.6 Economic factors

#### 6.3.6.1 EENS costs

EENS is the expected energy not served due to forced curtailment actions by SPS. The cost of a particular occurrence is computed by multiplying the associated EENS and a coefficient called the value of lost load (VOLL).

$$EENS = \sum_{j \in L} L_{ij} \times D_j \times f_i$$  \hspace{1cm} (6.3)

where,
L$_{kj}$ is load curtailed at bus k due to contingency j,
$D_j$ is duration (hours) of load curtailment due contingency j, and
$f_i$ is frequency of occurrence of outage j.

$$EENS_{\cos} = \sum_k EENS_i \cdot VOLL_j$$  (6.4)

where,

- $k$ is number of years,
- $EENS_{\text{COST}}$ is Expected Energy not served due to forced curtailments of SPS actions,
- $EENS_i$ is Expected Energy not served due to forced curtailments of SPS actions $i^{th}$ option, and
- $VOLL_j$ is value of load lost at period j.

### 6.3.6.2 System interruption costs

This is the difference between post-contingency production costs and pre-contingency production costs due to SPS action of tripping a cheaper generator and employing a more expensive generator.

$$SysInt\ cos_{ij} = \sum_{kj} \sum_{vlk} (PostC\ Prod_{ij} - PreC\ Prod_{ij}) \cdot DTG \cdot (1.05)^k$$  (6.5)

where,

- $k$ is 0, 1, 2, 3, 4 (number of years in time period)
- $j$ is (2015, 2020, 2025)
- $SysIntcost_{ij}$ = System interruption cost associated with $i^{th}$ option at period j.
- $PreCProd_{ij}$ = Pre-contingency production cost associated with $i^{th}$ option at period j
- $PostCProd_{ij}$ = Post-contingency production cost associated with $i^{th}$ option at period j
- $DTG$ = Down time of tripped generator

### 6.3.6.3 Investment costs

There is cost associated with the investment in SPS and transmission expansion projects, with their inflation rate assumed to be about 5%.

### 6.3.6.4 Congestion rent

Congestion rent is the difference between the price of electricity at the point of delivery and at the point of generation. Congestion rent is also called the re-dispatch cost because it is the extra cost expended for dispatching more expensive generators that would be needed if the transmission system had enough capacity and did not constrain power transfer.

### 6.3.7 Study assumptions

- The cost of transmission upgrade is assumed to be $600,000/MW. It is also assumed that the cost of materials for building transmission lines has an inflation rate of 2%.
• The cost of SPS is assumed to be $1,000,000. It is also assumed to have an inflation rate of 2%. All the costs are expressed in present value.

• The congestion rent is the difference between constrained and unconstrained production costs. The production costs are computed for different loading scenarios for 15 years which includes three 5-year planning intervals.

• Similarly, EENS cost is computed for 15 year planning period. For options with SPS, EENS is computed from the forced curtailments. In this study, the probability of each contingency that enables SPS to operate is assumed to be 0.1. The forced load curtailment is assumed to be the generator output of G1, due to load-generation balance. The duration for lost load is assumed to be 3hrs. The VOLL (Value of load lost) for the 3 planning intervals are given in Table 24.

<table>
<thead>
<tr>
<th>Period</th>
<th>VOLL</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$300/MWh</td>
</tr>
<tr>
<td>2</td>
<td>$500/MWh</td>
</tr>
<tr>
<td>3</td>
<td>$800/MWh</td>
</tr>
</tbody>
</table>

Table 24: Different periods and associated value of load lost

Table 25 presents a comparison of different economic factors for various possible planning options comprising of transmission only and SPS aided transmission expansion options.
<table>
<thead>
<tr>
<th>Opti</th>
<th>Transmission costs</th>
<th>SPS costs</th>
<th>Congestion rent</th>
<th>Interruption Costs</th>
<th>EENS (MWh)</th>
<th>EENS Costs</th>
<th>Complexity</th>
<th>Budget</th>
<th>Total costs</th>
</tr>
</thead>
<tbody>
<tr>
<td>X1</td>
<td>$285,140,400</td>
<td>$0</td>
<td>$0</td>
<td>$0</td>
<td>0</td>
<td>$0</td>
<td>0</td>
<td>$285,140,400</td>
<td>$285,140,400</td>
</tr>
<tr>
<td>X2</td>
<td>$202,198,200</td>
<td>$2,208,200</td>
<td>$1,804,138</td>
<td>$3,274,100</td>
<td>7800</td>
<td>$4,809,000</td>
<td>16</td>
<td>$204,406,400</td>
<td>$214,293,638</td>
</tr>
<tr>
<td>X3</td>
<td>$273,959,400</td>
<td>$2,208,200</td>
<td>$0</td>
<td>$666,050</td>
<td>1800</td>
<td>$90,000</td>
<td>8</td>
<td>$276,167,600</td>
<td>$276,923,650</td>
</tr>
<tr>
<td>X4</td>
<td>$211,386,000</td>
<td>$2,000,000</td>
<td>$14,347,000</td>
<td>$3,543,100</td>
<td>7800</td>
<td>$5,160,000</td>
<td>14</td>
<td>$213,386,000</td>
<td>$236,436,100</td>
</tr>
<tr>
<td>X5</td>
<td>$394,236,000</td>
<td>$2,000,000</td>
<td>$0</td>
<td>$1,590,900</td>
<td>4050</td>
<td>$1,845,000</td>
<td>11</td>
<td>$396,236,000</td>
<td>$399,671,900</td>
</tr>
<tr>
<td>X6</td>
<td>$223,945,800</td>
<td>$4,323,100</td>
<td>$0</td>
<td>$2,947,100</td>
<td>7050</td>
<td>$4,785,000</td>
<td>41</td>
<td>$228,268,900</td>
<td>$236,001,000</td>
</tr>
<tr>
<td>X7</td>
<td>$260,515,800</td>
<td>$4,323,100</td>
<td>$0</td>
<td>$1,353,100</td>
<td>3450</td>
<td>$1,905,000</td>
<td>99</td>
<td>$264,383,800</td>
<td>$268,097,000</td>
</tr>
<tr>
<td>X8</td>
<td>$282,457,800</td>
<td>$3,104,100</td>
<td>$0</td>
<td>$821,710</td>
<td>2250</td>
<td>$945,000</td>
<td>35</td>
<td>$285,561,800</td>
<td>$287,328,610</td>
</tr>
<tr>
<td>X9</td>
<td>$234,437,400</td>
<td>$4,438,000</td>
<td>$0</td>
<td>$1,839,000</td>
<td>4500</td>
<td>$3,150,000</td>
<td>16</td>
<td>$238,875,400</td>
<td>$243,864,400</td>
</tr>
<tr>
<td>X10</td>
<td>$271,007,400</td>
<td>$2,000,000</td>
<td>$0</td>
<td>$244,900</td>
<td>900</td>
<td>$54,000</td>
<td>8</td>
<td>$273,007,400</td>
<td>$273,306,300</td>
</tr>
<tr>
<td>X11</td>
<td>$307,577,400</td>
<td>$2,000,000</td>
<td>$0</td>
<td>$244,900</td>
<td>900</td>
<td>$270,000</td>
<td>8</td>
<td>$309,577,400</td>
<td>$310,092,300</td>
</tr>
<tr>
<td>X12</td>
<td>$325,816,200</td>
<td>$3,219,000</td>
<td>$0</td>
<td>$2,031,200</td>
<td>4950</td>
<td>$3,375,000</td>
<td>19</td>
<td>$239,035,200</td>
<td>$244,441,400</td>
</tr>
<tr>
<td>X13</td>
<td>$294,328,200</td>
<td>$2,000,000</td>
<td>$0</td>
<td>$437,170</td>
<td>1350</td>
<td>$495,000</td>
<td>11</td>
<td>$296,328,200</td>
<td>$297,260,370</td>
</tr>
<tr>
<td>X14</td>
<td>$243,819,600</td>
<td>$3,104,100</td>
<td>$0</td>
<td>$2,415,800</td>
<td>5850</td>
<td>$3,825,000</td>
<td>43</td>
<td>$246,923,600</td>
<td>$253,164,500</td>
</tr>
<tr>
<td>X15</td>
<td>$265,761,600</td>
<td>$4,323,100</td>
<td>$0</td>
<td>$1,353,100</td>
<td>3450</td>
<td>$1,905,000</td>
<td>43</td>
<td>$270,084,700</td>
<td>$273,342,800</td>
</tr>
<tr>
<td>X16</td>
<td>$287,703,600</td>
<td>$3,104,100</td>
<td>$0</td>
<td>$821,710</td>
<td>2250</td>
<td>$945,000</td>
<td>35</td>
<td>$290,807,700</td>
<td>$292,574,410</td>
</tr>
<tr>
<td>X17</td>
<td>$250,444,200</td>
<td>$3,219,000</td>
<td>$0</td>
<td>$2,223,500</td>
<td>5400</td>
<td>$3,600,000</td>
<td>24</td>
<td>$253,663,200</td>
<td>$259,486,700</td>
</tr>
<tr>
<td>X18</td>
<td>$272,386,200</td>
<td>$3,219,000</td>
<td>$0</td>
<td>$1,160,800</td>
<td>3000</td>
<td>$1,680,000</td>
<td>24</td>
<td>$275,605,200</td>
<td>$278,446,000</td>
</tr>
<tr>
<td>X19</td>
<td>$294,328,200</td>
<td>$2,000,000</td>
<td>$0</td>
<td>$629,440</td>
<td>1800</td>
<td>$720,000</td>
<td>16</td>
<td>$296,328,200</td>
<td>$297,677,640</td>
</tr>
<tr>
<td>X20</td>
<td>$263,693,400</td>
<td>$4,323,100</td>
<td>$0</td>
<td>$2,031,200</td>
<td>4960</td>
<td>$3,375,000</td>
<td>19</td>
<td>$268,257,100</td>
<td>$273,663,300</td>
</tr>
<tr>
<td>X21</td>
<td>$285,635,400</td>
<td>$2,000,000</td>
<td>$0</td>
<td>$702,840</td>
<td>1950</td>
<td>$975,000</td>
<td>14</td>
<td>$287,313,400</td>
<td>$289,313,240</td>
</tr>
<tr>
<td>X22</td>
<td>$307,577,400</td>
<td>$2,000,000</td>
<td>$0</td>
<td>$437,170</td>
<td>1350</td>
<td>$495,000</td>
<td>11</td>
<td>$309,577,400</td>
<td>$310,509,570</td>
</tr>
<tr>
<td>X23</td>
<td>$283,836,600</td>
<td>$2,000,000</td>
<td>$0</td>
<td>$1,279,700</td>
<td>3300</td>
<td>$1,650,000</td>
<td>14</td>
<td>$285,836,600</td>
<td>$288,766,300</td>
</tr>
<tr>
<td>X24</td>
<td>$232,638,600</td>
<td>$2,000,000</td>
<td>$52,911</td>
<td>$2,342,400</td>
<td>5700</td>
<td>$3,570,000</td>
<td>14</td>
<td>$234,638,600</td>
<td>$240,603,911</td>
</tr>
<tr>
<td>X25</td>
<td>$313,092,600</td>
<td>$3,219,000</td>
<td>$0</td>
<td>$1,014,000</td>
<td>2700</td>
<td>$1,170,000</td>
<td>11</td>
<td>$316,311,600</td>
<td>$318,495,600</td>
</tr>
<tr>
<td>X26</td>
<td>$255,690,000</td>
<td>$4,323,100</td>
<td>$0</td>
<td>$776,250</td>
<td>2700</td>
<td>$1,230,000</td>
<td>16</td>
<td>$262,019,100</td>
<td>$262,019,350</td>
</tr>
<tr>
<td>X27</td>
<td>$277,632,000</td>
<td>$2,000,000</td>
<td>$0</td>
<td>$244,900</td>
<td>900</td>
<td>$270,000</td>
<td>8</td>
<td>$279,632,000</td>
<td>$280,146,900</td>
</tr>
</tbody>
</table>
6.3.8 Optimization model

Multi-objective optimization (or programming), also known as multi-criteria or multi-attribute optimization, is the process of simultaneously optimizing two or more conflicting objectives subject to certain constraints.

\[
\min X_i \sum INVTC_{ij} + X_i \sum INVSPS_{ij} + X_i \sum EENS_{FCij} + X_i \sum ConRent_{ij} + X_i \sum SysInt\text{ cost }t_{ij}
\]

\[
\text{Min } X_i \sum OPC_{ij}
\]

for all \( i, j \)

subject to

Budget

EENS

\( X_i = \text{Binary} \)

where,

\( X_i = i^{th} \) possible planning option,

INVTC\(_{ij}\) = Transmission investment cost associated with \( i^{th} \) option at period \( j \),

INVSPS\(_{ij}\) = SPS investment costs associated with \( i^{th} \) option at period \( j \),

EENS\(_{FCij}\) = EENS costs due to forced curtailments associated with \( i^{th} \) option at period \( j \),

ConRent\(_{ij}\) = Congestion rent associated with \( i^{th} \) option at period \( j \),

OPC\(_{ij}\) = Operational complexity associated with \( i^{th} \) option at period \( j \).

The conflicting part here is the cost vs. operational complexity, as even though SPS is cheaper option, its increase in the system will increase the operational complexity as discussed before. In this formulation, it is to be noted that the influence of transmission investment decision on the operational complexity metric has not been modeled. In reality, a transmission investment decision will certainly have its effect on operational complexity, which could even be a negative effect, i.e., of reducing the maintenance requirements, and making system operation and maintenance a lot easier. So it is very important to model it in this problem. But in this case, we have made an assumption that any transmission investment decision, irrespective of its high investment cost, will not contribute to increase in the system operational complexity. So the second objective of this problem always supports transmission investment decisions.

6.3.9 Optimization methods

6.3.9.1 Penalty factor method

This approach is based on weighting the objectives, similar to the approached in [140]. The bi-level optimization problem can be converted into a single objective optimization by introducing a cost-complexity penalty factor as follows,

\[
p = \frac{C_d - C^*}{D_c - D^*}
\]

where,
$C^*$ is the optimal value of complexity objective function of the optimal solution, $D^*$ is the optimal value of cost objective function of the optimal solution, $C_d$ is the cost value of the optimal solution for complexity objective function, and $D_c$ is the complexity value of the optimal solution for cost objective function.

The problem now becomes

$$\text{Min } \theta_T = w \cdot f_1(x) + (1 - w) \cdot p \cdot f_2(x)$$

subject to

$$\text{Budget}$$

$$\text{EENS}$$

$$X_i \text{ Binary}$$

where,

$f_1(x)$ is the cost function,

$f_2(x)$ is the operational complexity metric,

$p$ is the cost-complexity penalty function, and

$w$ is the weighting factor such that $0 \leq w \leq 1$.

When $w = 0$, the optimization is minimizing complexity, and when $w = 1$ it is minimizing cost.

### 6.3.9.2 Non-linear penalty factor method

This technique is analogous to the weighted method but different weights are assigned to objective values of different options, making the cost-complexity penalty factor independent and non-linear. The nonlinear relationship between complexities of various planning options is assumed to be an exponential ratio.

$$w_i = \left( \frac{C_i}{C_d} \right)^k \left( \frac{C_d - C^*}{D_c - D^*} \right)$$

where, $C_i$ is the complexity value for the $i^{th}$ option.

The problem now becomes

$$\text{Min } \theta_T = f_1(x) + w_i \cdot f_2(x)$$

subject to

$$\text{Budget}$$

$$\text{EENS}$$

$$X_i \text{ Binary}$$

where,

$w_i$ is a co-efficient computed for each option.
6.3.10 Analytical Hierarchical Process

Analytical Hierarchical Process (AHP) was developed by Thomas Saaty, and is being prevalently used for decision making in various fields. AHP is a structured method for ranking a list of objectives. AHP doesn’t prescribe a “correct” decision, but helps in finding the best alternative according to the user’s needs and problem comprehension.

The following are the steps for implementing the AHP algorithm [141]

**Step 1:** A structural model of the hierarchy as shown in Figure 56 is set up.

**Step 2:** A judgment matrix is formed.

Depending upon the user’s knowledge on the relative importance of every pair of criteria, each element in the judgment (or comparison) matrix is attributed a value. The measurement scale used by AHP consists of the following elements, \{1, 2, 3, 4, 5, 6, 7, 8, 9\}, and their reciprocal. In the pair-wise comparison matrix, the number in the \(i\)th row and \(j\)th column gives the relative importance of the criterion \(C_i\) as compared to criterion \(C_j\). For instance,

- \(a_{ij} = 1\) indicates the criteria are equal in importance
- \(a_{ij} = 3\) indicates \(C_i\) is weakly more important than \(C_j\)
- \(a_{ij} = 5\) indicates \(C_i\) is strongly more important than \(C_j\)
- \(a_{ij} = 7\) indicates \(C_i\) is very strongly more important than \(C_j\)
- \(a_{ij} = 9\) indicates \(C_i\) is absolutely more important than \(C_j\)

The values 2, 4, 6 and 8 can also be used as intermediate values. These values form the upper triangle of the comparison matrix. The lower triangle is filled with reciprocal of the value in the upper triangle, indicating the relative importance of the criteria in a reciprocal manner. The diagonal elements are always 1.

![Figure 56: Simple structure of analytical hierarchical process](image)
**Step 3:** The maximal eigenvalue of the judgment matrix and its corresponding eigenvector is computed. This provides the value of the weighting coefficients of all criteria.

**Step 4:** Hierarchical rank and consistency of results are checked.

The element’s values in the eigenvector gives the relative importance of all the criteria. So the hierarchical ranking is performed according to these values of eigenvector elements. The hierarchy ranking’s consistency index is checked using the below formula,

$$CI = \frac{(\lambda_{\text{max}} - n)}{(n-1)}$$

(6.11)

where,

$\lambda_{\text{max}}$ - the maximal eigenvalue of judgment matrix, and

$n$ - the dimension of the judgment matrix.

Generally, a value less than 0.1 is a very acceptable consistency index.

**Application of AHP to SPS aided transmission planning**

Most electric power planning decisions are usually based on reliability and economic factors. When incorporating SPS into transmission and generation expansion, it is necessary to take into account the operational complexity that SPS adds to the electric power grid operations. Because without SPS, planned outages will be easier to schedule and maintenance becomes easier. Analytical hierarchical process (AHP) is used to evaluate the non-dominated solutions based on the conflicting objectives of total costs and proposed operational complexity index. Three criteria, i.e., the total cost, reliability (EENS - forced curtailments due to SPS) and operational complexity are used in this problem to rank the alternatives. Figure 57 presents the structure of the hierarchy for power system SPS aided transmission expansion planning. Since AHP is a preference based ranking, the power system planner has the facility to weigh the various criteria based on the utility’s needs and their understanding of the problem.

![Figure 57: Structure of AHP for power system transmission expansion planning](image-url)
6.4 Optimization and AHP results

The optimization methods are solved and the corresponding results are presented in the next section. The budget constraint is set to be $285,140,400.

6.4.1 Penalty factor method

The computed cost-complexity penalty factor is:

\[
p = \frac{285,140,400 - 214,293,638}{16 - 0} = 4,427,922.63 \text{$/ complexity}$

The solutions as we change the weights are presented in Table 26.

Table 26: Solution for the penalty factor method

<table>
<thead>
<tr>
<th>Weight</th>
<th>Optimal solution</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>X1</td>
</tr>
<tr>
<td>0.1</td>
<td>X1</td>
</tr>
<tr>
<td>0.2</td>
<td>X1</td>
</tr>
<tr>
<td>0.3</td>
<td>X1</td>
</tr>
<tr>
<td>0.4</td>
<td>X1</td>
</tr>
<tr>
<td>0.5</td>
<td>X2</td>
</tr>
<tr>
<td>0.6</td>
<td>X2</td>
</tr>
<tr>
<td>0.7</td>
<td>X2</td>
</tr>
<tr>
<td>0.8</td>
<td>X2</td>
</tr>
<tr>
<td>0.9</td>
<td>X2</td>
</tr>
<tr>
<td>1</td>
<td>X2</td>
</tr>
</tbody>
</table>

6.4.2 Non-linear penalty factor method

The solutions as we assign different exponential powers \((k)\) for the non-linear method are presented in Table 27.

Table 27: Solution for the non-linear penalty factor method

<table>
<thead>
<tr>
<th>(k)</th>
<th>Optimal solution</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>X2</td>
</tr>
<tr>
<td>1</td>
<td>X2</td>
</tr>
<tr>
<td>1.5</td>
<td>X2</td>
</tr>
<tr>
<td>2</td>
<td>X10</td>
</tr>
<tr>
<td>2.5</td>
<td>X10</td>
</tr>
<tr>
<td>3</td>
<td>Infeasible</td>
</tr>
<tr>
<td>3.5</td>
<td>X4</td>
</tr>
<tr>
<td>4</td>
<td>X4</td>
</tr>
</tbody>
</table>

Therefore, X1, X2, X4 and X10 are the four non-dominated Pareto optimal solutions. Table 22 and Table 25 presented earlier contain the description of each of these solution options, and their corresponding economic factors and complexity measure. Table 28 and Table 29 present the extracted contents of Tables 22 and 25 for the four non-dominated solutions.
Table 28: Non-dominated solutions

<table>
<thead>
<tr>
<th>Options</th>
<th>2015</th>
<th>2020</th>
<th>2025</th>
</tr>
</thead>
<tbody>
<tr>
<td>X1</td>
<td>Build 1-22, 100MW, X = 0.18</td>
<td>Build 1-23, 60MW, X = 0.30</td>
<td>Build 1-24, 50MW, X = 0.36</td>
</tr>
<tr>
<td></td>
<td>Build 1-32, 50MW, X = 0.45</td>
<td>Build 1-33, 80MW, X = 0.2813</td>
<td>Build 1-34, 90MW, X = 0.25</td>
</tr>
<tr>
<td></td>
<td>NO SPS</td>
<td>NO SPS</td>
<td>NO SPS</td>
</tr>
<tr>
<td>X10</td>
<td>Build 1-22, 120MW, X = 0.15</td>
<td>Build 1-32, 120MW, X = 0.1875</td>
<td>Build 1-33, 100MW, X = 0.225</td>
</tr>
<tr>
<td></td>
<td>Put SPS on 1-21</td>
<td>Build 1-23, 70MW, X = 0.2571</td>
<td>Build 1-34, 80MW, X = 0.25</td>
</tr>
<tr>
<td></td>
<td>2 SPS</td>
<td>NO SPS</td>
<td>NO SPS</td>
</tr>
<tr>
<td>X4</td>
<td>Build 1-22, 120MW, X = 0.15</td>
<td>Build 1-23, 100MW, X = 0.1636</td>
<td>Build 1-24, 100MW, X = 0.1636</td>
</tr>
<tr>
<td></td>
<td>Put SPS on 1-21</td>
<td>Put SPS on 1-31</td>
<td>Put SPS on 1-31</td>
</tr>
<tr>
<td></td>
<td>Put SPS on 1-31</td>
<td>1 SPS</td>
<td>1 SPS</td>
</tr>
<tr>
<td></td>
<td>2 SPS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>X2</td>
<td>Build 1-22, 100MW, X = 0.18</td>
<td>Build 1-23, 70MW, X = 0.2571</td>
<td>Build 1-24, 90MW, X = 0.36</td>
</tr>
<tr>
<td></td>
<td>Build 1-32, 50MW, X = 0.45</td>
<td>Put SPS on 1-31</td>
<td>Build 1-34, 80MW, X = 0.25</td>
</tr>
<tr>
<td></td>
<td>NO SPS</td>
<td>Put SPS on 1-32</td>
<td>NO SPS</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2 SPS</td>
<td></td>
</tr>
</tbody>
</table>

Table 29: Comparison of economic factors and complexity

<table>
<thead>
<tr>
<th>Transmission costs</th>
<th>SPS costs</th>
<th>Cong. Rent</th>
<th>Interr. cost</th>
<th>EENS (MWh)</th>
<th>EENS Cost</th>
<th>Comp. Complexity</th>
<th>Budget</th>
<th>Total costs</th>
</tr>
</thead>
<tbody>
<tr>
<td>X1</td>
<td>$285,140,400</td>
<td>$0</td>
<td>$0</td>
<td>0</td>
<td>$0</td>
<td>0</td>
<td>$285,140,400</td>
<td>$285,140,400</td>
</tr>
<tr>
<td>X10</td>
<td>$271,007,400</td>
<td>$2,000,000</td>
<td>$0</td>
<td>$244,900</td>
<td>900</td>
<td>8</td>
<td>$273,000,7400</td>
<td>$273,000,7400</td>
</tr>
<tr>
<td>X4</td>
<td>$211,386,000</td>
<td>$2,000,000</td>
<td>$14,347,000</td>
<td>$3,543,100</td>
<td>7800</td>
<td>14</td>
<td>$213,386,6000</td>
<td>$236,436,600</td>
</tr>
<tr>
<td>X2</td>
<td>$202,198,200</td>
<td>$2,208,200</td>
<td>$1,804,38</td>
<td>$3,274,100</td>
<td>7800</td>
<td>16</td>
<td>$204,406,400</td>
<td>$214,296,338</td>
</tr>
</tbody>
</table>

6.4.3 Ranking non-dominated solutions using AHP

Table 30 presents the judgment matrix that shows the relative importance of various criteria in selecting the best planning option. Tables 31, 32 and 33 present the judgment matrices that show the relative importance of every planning option with respect to the various decision criteria. The consistency index of every judgment matrix is also computed, which are found to be less than 0.1 in all the cases.

Table 30: Judgment matrix for the criteria

<table>
<thead>
<tr>
<th></th>
<th>Total costs</th>
<th>Reliability</th>
<th>Operational complexity</th>
<th>Avg score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total costs</td>
<td>1</td>
<td>4</td>
<td>4</td>
<td>0.666</td>
</tr>
<tr>
<td>Reliability</td>
<td>1/4</td>
<td>1</td>
<td>1</td>
<td>0.1667</td>
</tr>
<tr>
<td>Operational complexity</td>
<td>1/4</td>
<td>1</td>
<td>1</td>
<td>0.1667</td>
</tr>
</tbody>
</table>

Consistency index = 0
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Table 31: Judgement matrix for operational complexity

<table>
<thead>
<tr>
<th></th>
<th>X1</th>
<th>X2</th>
<th>X4</th>
<th>X10</th>
<th>Avg score</th>
</tr>
</thead>
<tbody>
<tr>
<td>X1</td>
<td>1</td>
<td>9</td>
<td>8</td>
<td>4</td>
<td>0.639</td>
</tr>
<tr>
<td>X2</td>
<td>1/9</td>
<td>1</td>
<td>1/2</td>
<td>1/4</td>
<td>0.0545</td>
</tr>
<tr>
<td>X4</td>
<td>1/8</td>
<td>2</td>
<td>1</td>
<td>1/4</td>
<td>0.0822</td>
</tr>
<tr>
<td>X10</td>
<td>¼</td>
<td>4</td>
<td>4</td>
<td>1</td>
<td>0.2241</td>
</tr>
</tbody>
</table>

Consistency index=0.0341

Table 32: Judgement matrix for reliability

<table>
<thead>
<tr>
<th></th>
<th>X1</th>
<th>X2</th>
<th>X4</th>
<th>X10</th>
<th>Avg score</th>
</tr>
</thead>
<tbody>
<tr>
<td>X1</td>
<td>1</td>
<td>8</td>
<td>8</td>
<td>2</td>
<td>0.5303</td>
</tr>
<tr>
<td>X2</td>
<td>1/8</td>
<td>1</td>
<td>1</td>
<td>1/7</td>
<td>0.0581</td>
</tr>
<tr>
<td>X4</td>
<td>1/8</td>
<td>1</td>
<td>1</td>
<td>1/7</td>
<td>0.0581</td>
</tr>
<tr>
<td>X10</td>
<td>½</td>
<td>7</td>
<td>7</td>
<td>1</td>
<td>0.3535</td>
</tr>
</tbody>
</table>

Consistency index=0.0133

Table 33: Judgement matrix for total costs

<table>
<thead>
<tr>
<th></th>
<th>X1</th>
<th>X2</th>
<th>X4</th>
<th>X10</th>
<th>Avg score</th>
</tr>
</thead>
<tbody>
<tr>
<td>X1</td>
<td>1</td>
<td>1/7</td>
<td>1/5</td>
<td>1/2</td>
<td>0.0596</td>
</tr>
<tr>
<td>X2</td>
<td>7</td>
<td>1</td>
<td>4</td>
<td>6</td>
<td>0.5908</td>
</tr>
<tr>
<td>X4</td>
<td>5</td>
<td>1/4</td>
<td>1</td>
<td>4</td>
<td>0.2562</td>
</tr>
<tr>
<td>X10</td>
<td>2</td>
<td>1/6</td>
<td>1/4</td>
<td>1</td>
<td>0.0933</td>
</tr>
</tbody>
</table>

Consistency index=0.0549

Table 34 provides the final ranking of the non-dominated planning options using AHP, which is obtained by weighing various options according to the relative importance attributed by the user for various decision criteria, namely the total cost, reliability (EENS) and operational complexity. For the given relative importance, planning option X2 is ranked high.

Table 34: Final weight and rank for non-dominated solutions

<table>
<thead>
<tr>
<th></th>
<th>Total costs (0.666)</th>
<th>Reliability (0.167)</th>
<th>Operational complexity (0.167)</th>
<th>Weight</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>X1</td>
<td>0.0596</td>
<td>0.5303</td>
<td>0.639</td>
<td>0.2346</td>
<td>2</td>
</tr>
<tr>
<td>X2</td>
<td>0.5908</td>
<td>0.0581</td>
<td>0.0545</td>
<td>0.4122</td>
<td>1</td>
</tr>
<tr>
<td>X4</td>
<td>0.2562</td>
<td>0.0581</td>
<td>0.0822</td>
<td>0.1940</td>
<td>3</td>
</tr>
<tr>
<td>X10</td>
<td>0.0933</td>
<td>0.3535</td>
<td>0.2241</td>
<td>0.1584</td>
<td>4</td>
</tr>
</tbody>
</table>
7 Summary and conclusions

7.1 Summary

Special Protection Schemes (SPS) have been proved to be a quick and economic way of ensuring power system reliability, especially in the wake of drastically increasing renewable generation resources and an invariably stagnant transmission upgradation policy. SPS postpones transmission upgrades while maximizing the usage of transmission capacity by enabling system operation closer to stability limits, and at times even beyond. Therefore this technology very much bolsters the current market’s paradigm of optimizing the network resources, especially transmission usage, while supplying uninterrupted and economic power.

While the usage of SPS is encouraging, it has many downsides, especially in the eve of its tremendous proliferation in the system due to the increase of intermittent generation facilities. Many utilities have started to implement SPS for tripping wind farms to unburden the system during transmission overloads. So this increase in SPS has raised several reliability issues, one of which is the serious and undesirable consequences of inadvertent interactions among SPS. But there is a dearth of simulation and assessment tools that could capture such phenomenon during reliability studies and enable planners to come up with reliable planning option at the system planning stage.

This report has shed a considerable focus on these and other related range of topics, such as:

1. Introduction to SPS and its components
2. Current industry standards, practices and advancements in SPS – A survey of various technologies used by a cross section of industries to achieve SPS centralization and coordination have been presented.
3. Standards and methods of related industries such as process control, nuclear and power system planning – The attempt is to leverage interesting ideas from these mature industries that could be applicable to reliability and maintenance studies related to SPS.
4. Risk assessment of SPS based on two frameworks – process view and system view. Process view framework is the traditional way of computing risk associated with a system taking into account its various individual components and processes that serve as the building block of the entire system. System view framework is a new idea proposed in this report where the nature of the system and the operating conditions faced in reality are considered in the process of estimating risk associated with SPS’s operation.
5. A design of Monte Carlo simulation based reliability assessment and SPS failure mode identification has been presented.
6. The report identifies the importance of including SPS in the power system planning framework, and so it illustrates system planning studies for SPS aided power systems. Two illustrations have been presented:
   a. Accommodating more wind generation using SPS
   b. Incorporating SPS in generation and transmission expansion planning
7.2 Conclusions

1. Special Protection Schemes (SPS), also known as Remedial Actions Schemes (RAS) have been a major technological advancement that aids in economical usage of transmission resources and smooth interconnection of renewable generation.

2. SPS has proven to be greatly economical and easy to implement compared to transmission lines, and many utilities are favoring SPS to meet their generation and transmission expansion goals.

3. Maintenance standards and documentation have been developed by industries deploying SPS to ensure meeting NERC reliability standards. One of the prominent features of all standards has been the emphasis in embedding redundancy into SPS architectures, to ensure SPS operations are immune to failures and uncertainties.

4. The advent of synchrophasors (PMUs) has given a major boost to SPS’s operational performance and has increased the range of SPS applications. SPS along with PMUs and PDCs (Phasor Data Concentrators) have been instrumental in advancing the Wide Area Monitoring, Protection and Control Systems (WAMPACS).

5. Power industry has seen a drastic proliferation in SPS, which is proving to offset the advantage these individual SPS brings in by causing coordination and maintenance issues. This has served as great motivation for industries to move from a localized-RAS to Centralized-RAS technology with the help of EMS and PMUs.

6. As the dependence on SPS is growing, there is a greater need to build our knowledge base and expertise in understanding SPS better and maintaining them. Interestingly, this can be accomplished by extracting relevant standards and practices from existing industries. Safety instrument systems (SIS) of process control industry in one such example. The process of building operational rule for power system operators using Monte Carlo and machine learning techniques is another example that could contribute in SPS logic derivation and evaluation.

7. In modern SPS-rich systems, inadvertent interactions among SPS may prove to be catastrophic. Therefore the report emphasizes the need to perform studies that identify SPS failures and quantify risk associated with SPS from ‘system’ point of view. The report also proposes a study design based on operational planning framework using Monte Carlo simulation to identify ‘system view’ SPS failures, estimate their reliability/risk indices and re-design SPS logic. The proposed system study and decision support tool harnesses the advancement in computing power.

8. Several reliability models and architectures for SPS and PMU-aided SPS have been proposed in this report to facilitate system level reliability studies that account SPS.

9. The report has introduced the concept of operational complexity due to the proliferation in SPS and has provided a quantitative definition. System planning studies must incorporate such operational complexity metric in their overall formulation to estimate the limit of SPS growth for economical and reliable system operation, and also find the best SPS-aided transmission expansion plan.
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