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ABSTRACT

In this study, the diagnosis of breast cancer from mammograms is complemented by using logistic regression. The radiologists can use the results to make a proper judgment as to the presence of breast cancer. Data were obtained from survey questions completed by the radiologist during his observation of the patients. The results using logistic regression cross tabulation was to obtain the significant values between the breast cancer factors. The classification table from 130 samples shows the occurrence from prediction and observation samples, producing percentage of correct classification for mammogram results is 91.5%. The accuracy is compared with validated samples which are 46 samples and the percentage of correct classification is 67.4%. The analysis for mammograms screening using parameter estimation is to identify all the factors that were available in the survey. The presence of mass, architectural distortion, skin thickening, and calcification had high odds of getting breast cancer.
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1. INTRODUCTION

There are many different types of breast cancer, with different stages or spread, aggressiveness, and genetic makeup. Survival rates for breast cancer may be increased when the disease is detected in its earlier stage through mammograms. The implementation of mass screening would result in increased caseloads for radiologists. This will increase chances of improper diagnosis. The prediction using logistic regression would aid the radiologist to detect the breast cancer.

The patient’s history is used to predict and detect whether the patient had breast cancer or not. The patient’s history include information about their age, menopause condition, age of menopause, whether the patient had any first degree relative with history of breast cancer or family member having cancer other than breast cancer, and if the patient had breast trauma. These variables may be the cause of breast cancer. Patient who has first degree relative with breast cancer or family member having cancer other than breast cancer has a high probability of breast cancer (Colditz, 1993; Gui, 2001; Rawal, 2006; Wiseman, 2004). A patient who had only a sister with breast cancer or other types of cancer has less probability of getting breast cancer compared to a patient who has a mother or sister and mother who has breast cancer or other types of cancer. A patient’s menopause history can also be used to predict breast cancer (Ganz, 2005; Wiseman, 2004).

The patient’s history can help the doctor to decide on the next mode of detection procedure. The next course of action is to conduct clinical examination. The clinical examination is physical examination of both breasts by the doctors using the hands (Goodson III, 2010). The clinical examination includes inspection and palpation of the entire breast area including the lymph node areas above and below the collarbone under each arm. The doctor will gently palpate each breast. Special attention will be given to the shape and texture of the breasts, location of any lumps, and whether such lumps are attached to the skin or to deeper tissues. The lumps detected by doctors need not be cancer lumps as the lumps might be constituted by a trauma. Breast trauma is an injury to the breast. Thus, a patient with breast trauma may not have breast cancer because the lump may result from injury (Gatta, 2006). The doctor also inspects the condition of the nipple for the presence of any discharge.

The next procedure in breast examination is to undergo mammographic screening which is to aid in the diagnosis of breast disease in women. Mammography is a common screening method since it is relatively fast and is widely available in developed countries. Diagnostic mammography is used to evaluate a patient with abnormal clinical examination results. The results detected on the mammogram are mass, architectural distortion, skin thickening, and calcification (Balleyguier, 2007; Eltoukhy, 2010; Moezzi, 1996). Radiologists can predict the condition of the patient from the results of the mammogram. The levels of breast cancer may be based on the presence and conditions of mass and calcification as well as the presence of architectural distortion and skin...
thickening (Balleyguier, 2007; Eltoukhy, 2010). The conditions of mass are location, margin, shape, size, and density. The conditions of calcification are their types, shape and distribution.

Logistic regression is one of the variety of popular multivariate tools used in biomedical informatics. It is one of the most common models for prediction and has been applied to cancer prediction (Samatha, 2009; Zhou, 2004). From previous studies, logistic regression is widely used in medical literature especially for correlating the dichotomous outcomes with the predictor variables that include different physiological data. In logistic regression, the predicted odd ratio of positive outcome is expressed as a sum of product. Product is formed by multiplying the values of independent variable and its coefficients. The probability of positive outcome is obtained from the odd ratio through a simple transformation (Samatha, 2009). The problems are formulated first from the logistic regression. Then, the coefficient obtained from the logistic regression is used to calculate the predictor variables (Zhou, 2004).

Because of the fact that the detection of breast cancer and prediction of the breast cancer level is important, numerous researches have been conducted in this area. These include prediction using logistic regression. Logistic regression is used for prediction by fitting data to the logistic curve. It requires the fitted model to be compatible with the data. In logistic regression, the variables are binary or multinomial. Multinomial Logistic Regression analysis is capable of showing the best way to find conclusion and be made as parsimonious model to describe the relationship between dependent and independent variables. Binary Logistic Regression is one of the logistic regression analysis methods whereby the independent variables are dummy variables. Independent variables consist of different size levels whereas dependent variables must be linear and fulfills the response that is needed for this method. A logistic regression model is the result of non-linear transformation of the linear regression model. The difference between logistic regression and linear regression is that the outcome variable in logistic regression is dichotomous (Hosmer & Lemeshow, 2000).

This study uses data from the mammogram results to determine the patient condition; (i) positive of breast cancer, (ii) uncertain of breast cancer, or (iii) negative of breast cancer. The logistic regression model from the mammogram is used to predict the risk factors of patient’s history.

Logistic regression analysis can verify the predictions made by doctors and/or radiologists and also correct the wrong predictions. In this analysis, the logistic regression also calculates the mammogram results that contribute to breast cancer. Thus, the results of the analysis are compared to the prediction made by the doctor or radiologists.

Logistic regression models are then created from the mammogram results. The predictions of the risk factors of the patients’ history are based on the mammogram results and logistic regression model. By using logistic regression to predict the causes from the patients’ history, the patient does not need follow-up checks and may skip the subsequent steps in the course of her patient management. The healthcare giver can also determine the patient’s levels of breast cancer without subjecting the patient to doing the mammogram screening.

2. MATERIALS AND METHODS

2.1 Data

The data for this study was collected from July to August 2006 by a consultant radiologist. Patients who had performed mammogram screening were randomly selected and interviewed about their history. Information from 176 patients were recorded based on their history and mammogram screening results in the survey form. Specialist records from the patients are patient menopause, first degree relative with breast cancer, family member with other cancer, patient’s previous history of breast trauma, the presence of mass, architectural distortion, skin thickening, and the presence of the calcification. These eight variables are considered for classifying the presence of breast cancer.

The independent variables are patient menopause (H1), first degree relative with breast cancer (H2), family member with other cancer (H3), patient’s previous history of breast trauma (H4), the presence of mass (M1), architectural distortion (M2), skin thickening (M3), and the presence of the calcification (M4).

The data description of the eight independent variables and the dependent variable are provided in Table 1. Data analysis is performed using SPSS (2007), V16.0, SPSS Inc.
Table 1: Description of variables

<table>
<thead>
<tr>
<th>Variable</th>
<th>Definition</th>
<th>Characteristic</th>
</tr>
</thead>
<tbody>
<tr>
<td>BC</td>
<td>The presence of breast cancer</td>
<td>0 = negative, 1 = uncertain, 2 = positive</td>
</tr>
<tr>
<td>H1</td>
<td>Patient Menopause</td>
<td>0 = No, 1 = Yes</td>
</tr>
<tr>
<td>H2</td>
<td>First degree relative with breast cancer</td>
<td>0 = No, 1 = Yes</td>
</tr>
<tr>
<td>H3</td>
<td>Family member with other cancer</td>
<td>0 = No, 1 = Yes</td>
</tr>
<tr>
<td>H4</td>
<td>Previous history of breast trauma</td>
<td>0 = No, 1 = Yes</td>
</tr>
<tr>
<td>M1</td>
<td>The presence of mass</td>
<td>0 = No, 1 = Yes</td>
</tr>
<tr>
<td>M2</td>
<td>Architectural distortion</td>
<td>0 = No, 1 = Yes</td>
</tr>
<tr>
<td>M3</td>
<td>Skin thickening</td>
<td>0 = No, 1 = Yes</td>
</tr>
<tr>
<td>M4</td>
<td>The presence of calcification</td>
<td>0 = No, 1 = Yes</td>
</tr>
</tbody>
</table>

2.2 Logistic Regression Analysis

2.2.1 Variables Selection

It is important that the model include all relevant variables, it is also important the model does not start with more variables than are justified for the given number of observations (Bangley, 2001; Concato, 1993; Peduzzi, 1995). For the set of data, more variables generally produce a better model fit to the data. However, excessive variables will influence the coefficient in the model and contribute to the over-fitting model. A complicated model including many insignificant variables may result in less predictive power and it may often be difficult to interpret the results. There are two methods for variables selection namely filter and statistical (Austin, 2004; Genuer, 2010).

In the case of filter method, the variables are reduced based on the importance of the independent variables. By identifying the independent variables that will be used in the model, the risk factors are reduced. There are several procedures what need to be conducted. First, the patients are differed between studies. Some studies are based on patient enrolled in the tests conducted by the doctors. Second, the studies are differed in term of variables collected. Incomplete or missing variables are taken out from the analysis. Third, the remainders of the independent variables are compared with the previous study (Austin, 2004). The survey data by the breast specialist had too many variables and contribute to the imprecise of the analysis. So, the variables are reduced based on the previous research.

For statistical methods, correlation analysis is conducted. Two predictor variables that are highly correlated with each other present a problem for any regression analysis (Bangley, 2001), Feinstein (1996)). The variables that are highly correlated with each other can contribute to inaccuracy in the logistic regression analysis. There are two procedures for the statistical method of variables selection. First procedure is interaction test. Interactions are represented as product terms which is the term in the regression model and is not a single predictor variable but the product of two predictor (Bangley, 2001; Hosmer & Lemeshow, 2000; Kleinbaum, 1994). The interactions tests were performed to find the significant values of each variable. The significance of the interaction is measured and reported. The test is the cross tabulation test and the values were taken from Pearson Chi–Square.

The Pearson Chi – Square is expressed as

\[ \chi^2 = \sum_{i=1}^{n} \frac{(O_i - E_i)^2}{E_i} \]  

(1)

The second procedure is co-linearity analysis. The variance associated with these coefficients will be increased with a consequent loss of statistical significance (Bangley, 2001). Co-linearity analysis was based on the significant values from the interaction test. The significant values for each variable must be lower than 0.20 (Hosmer & Lemeshow, 2000). The variables that had significant values below 0.20 are chosen into the logistic regression model analysis.

2.2.2 Validation

The validation analysis was performed so as to check whether the logistic regression analysis is suitable or not (Bangley (2001), Feinstein (1996)). The prediction percentage of correct cases from the main samples must be greater than or equal to the validated samples. The validation is using other sample data but having the same coefficient values as the main data to calculate the percentage of correct cases. First, the data were divided into two. The first data containing 80% of the samples is used as the main data and used to find the coefficient values. The second data which contain 20% of the samples is used to validate the main data. Secondly, after obtaining the coefficient values from the main data, the probability of each sample from the validated data are calculated. The probability is defined as:
Reference probability is defined as

\[ P(Y = 0) = \frac{1}{1 + \sum \exp(g(x))} \]  

(3)

with \( g(x) = \beta_0 + \sum_{p=1}^{n} \beta_p x_p \)  

(4)

\( \beta_0 \) is the intercept coefficient values, \( \beta_p \) is the coefficient value for each factor that contributes to the occurrence.

Thirdly, the probability of each sample is cross-validation with the observed probability. With the cross-validation, the percentage of correct cases of classification is obtained. Then, the percentage of correct cases of classification of the validated data is compared with the percentage of correct cases of classification of the main data. The data were divided into two. The first 130 samples were used to obtain the logistic regression model. The remainders of the samples were used to validate the model. The confirmed results are used from the percentage of correct cases of the classification.

2.2.3 Logistic Regression Model

Several tests had been performed in the logistic regression analysis. The tests are model fitting test, parameter estimation and classification. Model fitting test is to check whether all the variables are suitable to be used in the logistic regression. Model fitting test is done by using likelihood ratio statistic. Likelihood ratio is defined as

\[ LR[i] = -2(\text{LL}(\alpha) - \text{LL}(\alpha, \mathbf{B})) \]  

(5)

where \( \text{LL}(\alpha) \) is the log-likelihood of the beginning model and \( \text{LL}(\alpha, \mathbf{B}) \) is the log-likelihood of the ending model. Likelihood ratio is distributed chi-square with i degree of freedom.

Parameter estimation is to estimate each independent variables that contribute to the presence of breast cancer. Parameter estimation is done using log-odd ratio. The log-odd ratio is defined as

\[ B = \ln \left( \frac{P(Y = m)}{P(Y = 0)} \right) = \beta_0 + \sum_{p=1}^{n} \beta_p x_p \]  

(6)

where \( m = 1, 2, ..., n \).

To find the log-odd ratio, the probability of each event is calculated. Odds ratio measure the incidence when the independent variable increases by one unit. The odds ratio is defined as

\[ \frac{P(Y = m)}{P(Y = 0)} = \exp \left( \beta_0 + \sum_{p=1}^{n} \beta_p x_p \right) \]  

(7)

Classification is to predict the patients in the presence of breast cancer. From the calculated coefficients, the probability of each sample is calculated. The probability is defined as

\[ P(Y = m) = \frac{\exp(g(x))}{1 + \sum \exp(g(x))} \]  

(8)

while for the reference category;

\[ P(Y = 0) = \frac{1}{1 + \sum \exp(g(x))} \]  

(9)

3. RESULTS AND DISCUSSION:

3.1 Data

Among the patients, 45.5% of them have gone through the stage of menopause while 54.5% have not. Patients who have had first degree relative with breast cancer are 17.6% while 82.4% do not. 4.5% of the patients had family members with other cancers while 95.5% do not have family member with other cancers. The patients who have had history of breast trauma are 4.0% whereas the patients who do not are 96.0%. The bar chart of the patients’ history statistics is in Figure 1 and the summary of the patient’s history statistic is in Table 2.

The remainders of the independent variables are detected through mammogram. About 48% of patients had mass while 52% had not. The patients who had architectural distortion are 6.8% while 93.2% did not. 3.4% of the patients had skin thickening while 93.6% had not. 34.1% of the patients had calcification whereas 65.9% did not. The bar chart of the mammogram results is described in Figure 2 and the summary of the mammogram statistics is in Table 3.

The eight variables are binary variable, where 0 indicates non-occurrence and 1 indicates occurrence. Dependent variable is multinomial, where 0 indicates negative of breast cancer, 1 indicates uncertain of breast cancer, and 2 indicates positive breast cancer.
3.2 Variables Selection

First, the survey forms showed that several tests were conducted by the radiologist. By filtering the conducted test, only two tests are taken. The tests are patient’s history and mammogram results. Mammogram results are used to create the model, so the mammogram results need to be considered. Second, the variables in the mammograms results and patient’s history are filtered by the missing or incomplete data. Third, the remainders of variable are compared with the previous study. Based on previous research, a patient who has a relative with first degree breast cancer has a higher risk of having breast cancer (Colbitz (1993), Gui (2001), Rawal (1998)). In addition, the patients who have family members with other cancers, such as ovary, cervix, and lymphoma cancer, have a higher risk of breast cancer (Colbitz (1993), Gui (2001), Rawal (1998)). The patients with breast trauma probably have breast cancer (Gatta (2006)). The risks of breast cancer for patients who have mass, architectural distortion, skin thickening, and calcification through mammogram screening is high (Balleyguier (2007), Eltoukhy (2010), Moezzi (1996)). Thus, variables that are considered to be analyzed are patient menopause, first degree relative with breast cancer, family member with other cancer, patient’s previous history of breast trauma, the presence of mass, architectural distortion, skin thickening, and the presence of the calcification.

The remainders of the independent variables are selected using statistical method. First, using the cross tabulation test to find the Pearson chi-square significant values, the values for each variable is recorded. The significant values for patient menopause, first degree relative with breast cancer, family member with other cancer, and patient’s previous history of breast trauma are 0.496, 0.194, 0.089, and 0.328 respectively. The significant values for the presence of mass, architectural distortion, skin thickening, and the presence of the calcification are lower than 0.001. The results are in Table 4.

Table 4 shows the p-values for each variable. Using the values obtained in the interaction test, the correlation analysis is performed. The variables that had significant values greater or equal to 0.20 are correlated with other variables and the variables are patient menopause and patient’s previous history of breast trauma. The variables that had significant values below 0.20 are considered to be taken into the logistic regression model. The variables that had values below than 0.20 are first degree relative with breast cancer, family member with other cancer, presence
of mass, architectural distortion, skin thickening, and the presence of the calcification. Thus, these variables are considered in the logistic regression analysis.

### Table 4: Significant Values for Each Independent Variable

<table>
<thead>
<tr>
<th>Variables</th>
<th>Significant Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patient menopause</td>
<td>0.496</td>
</tr>
<tr>
<td>First degree relative with breast cancer</td>
<td>0.194</td>
</tr>
<tr>
<td>Family member with other cancer</td>
<td>0.089</td>
</tr>
<tr>
<td>Patient’s previous history of breast trauma</td>
<td>0.328</td>
</tr>
<tr>
<td>The presence of mass</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>Architectural distortion</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>Skin thickening</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>The presence of the calcification</td>
<td>&lt; 0.001</td>
</tr>
</tbody>
</table>

### 3.3 Validation

The data were divided into two. Using the 130 samples of data, logistic regression model is created. The coefficient for logistic regression model is shown in Table 8. Using this coefficient, the logistic regression of each category for 46 samples is calculated. The logistic regression is as following

For positive category:

\[ P(Y = 2) = \frac{\exp(g(2))}{1 + \exp(g(x))} \]  
where:  
\[ g(2) = -4.576 + 1.707 \times M1 + 10.100 \times M2 + 7.823 \times M3 + 2.900 \times M4 \]  

For uncertain category:

\[ P(Y = 1) = \frac{\exp(g(1))}{1 + \exp(g(x))} \]  
where:  
\[ g(1) = -1.389 + 3.076 \times M1 + 33.105 \times M2 + 2.172 \times M3 + 2.472 \times M4 \]  

For negative category as reference category

\[ P(Y = 0) = \frac{1}{1 + \exp(g(x))} \]  
where:  
\[ g(x) = g(1) + g(2) \]  

After logistic regression for each category is calculated, the predicted category is cross-validation with the observed category to obtain the percentage of correct classification. The percentage of correct classification for 46 samples is 67.4%. The percentages of correct classifications of two groups of samples are compared. For 130 samples, the percentage of correct classification is 91.5%. The percentage of correct classification for 130 samples is greater than percentage of correct classification for 46 samples. The validation criteria are satisfied. These total numbers of data is suitable to be used for logistic regression model. The percentages of correct classifications are in Table 5.

### Table 5: Classification Summary of Percentage Correct

<table>
<thead>
<tr>
<th>Groups</th>
<th>Percentage Correct</th>
</tr>
</thead>
<tbody>
<tr>
<td>130 samples</td>
<td>91.7%</td>
</tr>
<tr>
<td>46 samples</td>
<td>67.4%</td>
</tr>
</tbody>
</table>

### 3.4 The Logistic regression model

#### 3.4.1 Patient’s History Analysis

The reference category for the respond variable is negative of breast cancer. Uncertain relative to negative of breast cancer, and positive relative to negative of breast cancer are used to estimate the parameter of the model. For patients with first degree relative with breast cancer, the log-odd value, B, for uncertain of breast cancer relatively to negative of breast cancer is decreased by 0.648. The odd ratio for the uncertain of breast cancer relatively to negative is 0.523. The probability of uncertain of breast cancer is 0.523 times higher than negative of breast cancer. The log-odd value, B, for positive of breast cancer relatively to negative of breast cancer is increased by 0.308. The odd ratio value is 1.360. The odd of getting breast cancer is 1.36 times if a patient has first degree relative with breast cancer.

For a patient with family member with other cancer, the log-odd value, B, for uncertain of breast cancer relatively to negative of breast cancer is decreased by 1.426. The odd ratio for the uncertain of breast cancer relatively to negative is 0.240. The log-odd value, B, for positive of breast cancer relatively to negative of breast cancer is increased by 0.487. The odd ratio value is 1.627. The odd of getting breast cancer are 1.63 times if patient has family member with other cancer.
Thus, evaluating the patients with these factors predicted have higher probability of getting breast cancer. Table 6 shows the parameter estimations for first degree relative with breast cancer and family member with other cancer.

<table>
<thead>
<tr>
<th>The Presence of Breast Cancer</th>
<th>B</th>
<th>(\exp(B))</th>
</tr>
</thead>
<tbody>
<tr>
<td>UNCERTAIN</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>0.981</td>
<td>0.523</td>
</tr>
<tr>
<td>First degree relative with breast cancer</td>
<td>-0.648</td>
<td>0.523</td>
</tr>
<tr>
<td>Family member with other cancer</td>
<td>-1.426</td>
<td>0.240</td>
</tr>
<tr>
<td>POSITIVE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>-2.027</td>
<td>0.1360</td>
</tr>
<tr>
<td>First degree relative with breast cancer</td>
<td>0.308</td>
<td>1.360</td>
</tr>
<tr>
<td>Family member with other cancer</td>
<td>0.487</td>
<td>1.627</td>
</tr>
</tbody>
</table>

### 3.4.2 Mammogram Analysis

For this analysis, the reference of the dependent variable is negative of breast cancer. Uncertain of breast relative to negative of breast cancer and positive of breast cancer relative to negative of breast cancer are used to estimate the parameter of the model. Since the parameter estimates are relative to the reference group, the standard interpretation of the multinomial logistic regression is that for a unit change in the predictor variable, the logistic regression of outcome relative to the reference group is expected to change by its respective parameter estimate which is in log-odds units, given that the other variables in the model are held constant.

For patients with mass, the log-odd value, \(B\), for uncertain of breast cancer relatively to negative of breast cancer is increased by 3.076. The odd ratio for the uncertain of breast cancer relatively to negative is 21.663. The log-odd value, \(B\), for positive of breast cancer relatively to negative of breast cancer is increased by 1.707. The odd ratio value is 5.512. The odd of patient afflicted with breast cancer is 5 times higher when the mass is detected in mammogram.

For patients with architectural distortion, the log-odd value, \(B\), for uncertain of breast cancer relatively to negative of breast cancer is increased by 33.105. The log-odd value, \(B\), for positive of breast cancer relatively to negative of breast cancer is increased by 10.100. The odd ratio value is 2.434\(\times10^4\). The odd patient getting breast cancer is 2.4\(\times10^4\) times when architectural distortion is detected in mammogram.

For patients with skin thickening, the log-odd value, \(B\), for uncertain of breast cancer relatively to negative of breast cancer is increased by 2.172. The odd ratio for the uncertain of breast cancer relatively to negative is 8.777. The log-odd value, \(B\), for positive of breast cancer relatively to negative of breast cancer is increased by 7.823. The odd ratio value is 2.496\(\times10^3\). The odd patient afflicted with breast cancer is 2.5\(\times10^3\) times when skin thickening is detected in mammogram.

For patients with calcification, the log-odd value, \(B\), for uncertain of breast cancer relatively to negative of breast cancer is increased by 2.427. The odd ratio for the uncertain of breast cancer relatively to negative is 11.326. The log-odd value, \(B\), for positive of breast cancer relatively to negative of breast cancer is increased by 2.9. The odd ratio value is 18.167. The odd for patient who has calcification detected is 18 times of getting breast cancer.

Table 7 shows the parameter estimations for mass, architectural distortion, skin thickening, and calcification. This mammogram analysis is used to create the model for patient’s history analysis. Using the coefficient from 130 samples, the logistic regression model is created. The model is used to predict the data of 46 samples. One of the observed uncertain of breast cancer is predicted as positive of breast cancer. The entire observed negatives of breast cancer are predicted as uncertain of breast cancer. Observed positive of breast cancer is predicted as uncertain of breast cancer. Thus, the percentage of correct classifications is 67.4%. The percentage is low because samples are not equally distributed. For observed positive of breast cancer, there is only one sample. This sample is predicted into the category of uncertain of breast cancer and this contributes toward the decrement of 100% of correct classifications. The classification of 46 samples is shown in Table 8.
Table 7: Parameter Estimations for Mammogram Analysis

<table>
<thead>
<tr>
<th>The Presence of Breast Cancer</th>
<th>B</th>
<th>( \exp (B) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>UNCERTAIN</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>-4.576</td>
<td>21.663</td>
</tr>
<tr>
<td>Mass</td>
<td>3.076</td>
<td></td>
</tr>
<tr>
<td>Architectural distortion</td>
<td>33.105</td>
<td>( 2.000 \times 10^{14} )</td>
</tr>
<tr>
<td>Skin thickening</td>
<td>2.172</td>
<td>8.777</td>
</tr>
<tr>
<td>Calcification</td>
<td>2.427</td>
<td>11.326</td>
</tr>
<tr>
<td>POSITIVE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>-1.389</td>
<td>5.512</td>
</tr>
<tr>
<td>Mass</td>
<td>1.707</td>
<td></td>
</tr>
<tr>
<td>Architectural distortion</td>
<td>10.100</td>
<td>( 2.434 \times 10^{4} )</td>
</tr>
<tr>
<td>Skin thickening</td>
<td>7.823</td>
<td>( 2.496 \times 10^{3} )</td>
</tr>
<tr>
<td>Calcification</td>
<td>2.900</td>
<td>18.167</td>
</tr>
</tbody>
</table>

Table 8: Classification of 46 samples

<table>
<thead>
<tr>
<th>Observed</th>
<th>Predicted</th>
<th>Percentage Correct</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Negative</td>
<td>Uncertain</td>
</tr>
<tr>
<td>Negative</td>
<td>0</td>
<td>13</td>
</tr>
<tr>
<td>Uncertain</td>
<td>0</td>
<td>31</td>
</tr>
<tr>
<td>Positive</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Overall Percentage</td>
<td>0%</td>
<td>97.8%</td>
</tr>
</tbody>
</table>

4. CONCLUSIONS
Logistic regression analysis was performed using the variables from the mammogram results which are mass, architectural distortion, skin thickening, and calcification. A patient with mass detected on mammogram screening has probability of five times higher in getting breast cancer. Patients with architectural distortion or skin thickening has high probability of being afflicted with breast cancer. Also for patient with calcification detected, the probability of getting breast cancer is 18 times higher. Thus, a patient having any of the symptoms or a combination of these symptoms has greater probability of getting breast cancer. The study can assist radiologists to correctly diagnose breast cancer from using mammograms and referring to the patients’ history.
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